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Abstract

Quantitative Feedback Theory developed by Dr. Isaac

Horowitz of the University of Colorado is used to design

the control laws for a Short Take Off and Landing(STOL)

aircraft. Compensators are presented for two longitudinal

variaoles, angle of attack and forward velocity, which are

controlled via the use of five separate control surfaces:

canard, stabilator, ailerons, upper and lower thrust

reversing vanes. The final design must exhibit robust

qualities over three flight conditions despite surface

f. . failures.

The state-space matrix representation of the aircraft is

developed from pertubation equations using linearized

aerodynamic data. Transfer functions relating servo input

signals to aircraft outputs are obtained from the state-space

equations. The original output set included the flight path

angle and velocity; however, the non-minimum phase

characteristics of the flight path angle precluded its use by

the type of Quantitative Feedback Theory used in this thesis

since unstaole plants can arise. Instead, the minimum phase

variaoles angle of attack and velocity are controlled. The

ten separate transfer functions relating the two output

variables to the five input commands form a 5 X 2 plant -

transfer function matrix. These separate transfer functions

1



are combined using a weighting vector into a 2 X 2 minimum

phase plant matrix for each flight condition/failure

combination. Quantitative Feedback Theory is applied to the

resulting plants to yield robust control.

A single set of fixed compensators and prefilters are

designed to handle the entire plant set, consisting of three

single-surface failures and two dual-surface failures at each

flight condition. For these failures neither Fault

Detection/Identification, nor scheduled compensation, is

required. Surfaces are assumed locked at zero degrees

deflection after failure, generating no net moment after

failure. Digital simulations have shown the control to be

robust over the three flight conditions and surface failures.

Loop bandwidths for the velocity and angle of attack loops

are 35 and 12 rad/sec respectively. Control surface rates and

deflections are shown to saturate only for the double failure

cases.

Quantitative Feedback Theory effectively controls the

aircraft despite large uncertainty due to flight condition

changes and/or control surface failures without identification.

Application of QFT eliminates the use of identification to

acnieve rooustness and the associated false alarm and missed

detection problems. Efforts to expand upon the base of flight

control design using this method are recommended, especially

direct design in the discrete domain. Research should also

continue on developing a computer-aided design program to

expedite the synthesis of controllers using QFT.

2
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ROBUST FLIGHT CONTROL SYST-' FOR STOL AIRCRiFT

-" DESIGN USING QUANTITATIVE FEEDBACK THEORY

I. Introduction

Future aircraft may incorporate many control surfaces

to oieet stringent performance and aerodynamic efficiency

requirements. These many surfaces increase the survivability

of tne aircraft by providing redundant control in the event

of surface failures. The design of a flight control system

that automatically redistributes control authority among the

remaining surfaces in the event of failure is a significant

challenge. A control law sufficiently robust to encompass the

dynamic uncertainty, as well as surface failures, is desired. 1
Failure identification is useful but there is a trade off

between the reliability of the failure identification and the

time criticality of the failure. Thus a robust (non- ,.a

identification) design provides control without the need of

reliable identification.

Quantitative Feedback Tneory(QFT) developed by Dr. Isaac

Horowitz promises to yield rooustness witnout identification.

Tnis theory has been successfull-y applied to a number of

difficult problems[1,2,3,4j.-QFT inherently includes

uncertainty and control system failures within the design

procedure. One a priori designs for acceptable system

responses with uncertainty and failures, -aking QFT ,ve'l

. , f r.. . , .desig nin . . . . .



thesis uses QFT in the design of a flight control system for

a futu-re Air Force Short-Take-Off-and-Landing(STOL)

experimental aircraft.The aircraft nas additional control

surfaces not found on current aircraft. Hence it provides an

excellent platform for demonstrating reconfigureable flignt

cuntrol system design. &

The remainder of cnapter one provides additional

odcKgrouna information, sets the scope of the problem, lists

tne assumptions made, and outlines the approach used.

1.1 Background

The Air Force Flight Dynamics Laboratory is currently

investigating the development of reconfigurable flight

control systems. The primary goals are better reliability,

maintainability, survivability , simplicity, and reduced life
- ..- '. ..

cycle costs[5].

a. Reliability, maintainability, and economy will be

enhanced by the use of simpler, smaller, and less redundant

control system components. Identical components simplify

,Iaintainance problems by reducing the variety of parts

required in inventory. Training and maintainance problems are

reouced since personnel have to remember less aoout each

system due to system simplicity. Larger numaiers of each

particular servo could reduce costs from economies of scale.

b. The existence of functionally redundant control

surfaces on the airframe reduces the sensitivity of the

control system to the loss of surfaces. The dependancy of

aircraft flight control on any one surface is reduced. This

4
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leads to increased survivability in the event of damage.

c. Many current aircraft have large control surfaces driven

by redundant, expensive actuators. Less complex actuators

promise to reduce procurement costs and maintenance of flight

control systems. The current complex actuators driving

critical control surfaces must withstand multiple failures

and still function. Such actuators are expensive and

aifficult to ,naintain. It is estimated that simpler control

actuators nay aecrease the life cycle cost(LCC) of the flight

cuntrol system(FCS) by 30 percent[5j. Flignt control surfaces

utilized in tnis thesis include:

a. Canard

b. Stabilator

c. Ailerons

d. Thrust reversing vanes

As previously noted, QFT is inherently suited to design

flight control systems for reconfigurable aircraft. In QFT

the uncertainties and failures are considered beforehand, and

the aesign acnieves the desired response. QFT also allows the

designer to see clearly tne trade-offs between the extent of

tne resulting plant uncertainties, the narrowness of the

performance tolerances, dnd the resulting bandwidth( the

"cost of feedback"). For instance, certain flight conditions

dnd failure sets may lead to compensation elements with

unrealistically large bandwidths. QFT allows the designer to

identify these problems at the beginning of the design cycle.

7I
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QFT employs well developed frequency domain design tecnniques 4,

that are simple to apply and give the designer a "feel" for

the problem and its trade-offs. ,-. .

1 .2 Problem

The focus of this thesis is applying QFT to design a

reconfigurable aircraft cuntrol system. Performance.-"

tolerences on two longitudnal outputs must oe satisfied over

a range of flight conditions including multiple control

surface fdilures. Possiole operating conditions are:

a. All surfaces operating normally. V

b. Canard failed, fixed at trim position.

c. Aileron failed, fixed at trim position.

d. Elevators failed, fixed at trim position. .

e. Thrust vectoring failed, fixed at trim.

f. Combinations of the above.

1.3 Assumptions

Tne assumptions made in this thesis include:

a. The aircraft equations of motion can be linearized

about an equilioriun(trim) position so that

sinall perturoation ,nodels are valid.

o. Commanas and aircraft responses do not invalidate tne

assumed linear inooel.

c. Mass remains constant during the command sequence.

d. Tne control surfaces failures dre assumed

symmetrical. This eliminates any cross coupling into

6



lateral modes. Tiis thesis does not investigate

-cross coupling because there are already 7 control

surfaces in the model( canard, ailerons, stabilator,

top and bottom vane pair). Without this constraint the

problem would be beyond the scope of a single thesis.

Arnold[l] has applied QFT for the design of a

reconfigurable FCS with cross coupling.

f. Actuator nodels given by McDonnell Douglas are

assuined for tne QFT design. They are third order for I

the canards, ailerons, and staDilators, and first

order for tne thrust reversing vanes.

These assumptions, as well as others introduced later,

are explained in the body of the thesis. An additional

assumption is that the reader is familiar with state-space

representaion of dynamic systems, frequency response

characteristics, transfer functions, matrix representations,

and matrix algebra. -,

1.4 Design Outline

Tne folowing steps outline the control system design

process used in this thesis:

d. The control structure and variables are defined.

o. Plant mnatrices are derived from aerodynamic

Odtd. Tnese ,idtrices are deriveu at eacn flight

condition and failure case.

c. Transfer functions relating each of the five

inputs to each of the two outputs are derived

7.:i: .:-::.. .::. .



from the plant matrices.

d. The ten individual transfer functions P are

combined into an equivalent two input and two

output plant transfer function matrix,

P = [p ], by combining the individual surfaces
i j

through the use of a weighting vector & . This

vector is originally chosen to divide the

control authority among the surfaces in a set

percentage. Tne resulting non-minimum pnase

plants can lead to instability using QFT, so

the A vector is mnooified such that the

resulting P are minimun phase.

e. Reconfigurable terms t. are developed to make

the plant matrix diagonally dominant. Diagonally

dominant systems exhibit less cross coupling

between channels which result in decreased

loop transmissiom bandwidths. The t4 also
i j

increases robustness under failures by feeding

command authority normally reserved for one

control channel into the other in case of a

~failure.

f. The resulting plant matrices are inverted,

P * j,tnen eacn individual element inverted,

i j
LK to fur,n toe y matrix, wnere

ij ij"

g. Aircraft time domain performance specifications

8 . ... .



are converted into equivalent frequency domain

.. ,specifications.

h. QFT converts the multiple input-multiple

output(MIMO) synthesis problem into equivalent

SISO synthesis problems. These are solved,

resulting in loop compensation for the system.

g. The design is simulated and results analyzed -

over the design range of flight conditions and

failures. Control surface deflections and rates

are examined to ensure acceptaDle limits.

1.6 Thesis Presentation

Tnis tnesis is organized into six chapters. Chapter I is

the introduction. Cnapter II develops the control structure

and develops the equivalent plant matrices from the aircraft

equations of motion. In Chapter III, QFT for SISO systems is

explained, as well as the development of the equivalent SISO

systems from the original MIMO system and reconfiguration

theory. Chapter IV applies QFT to the problem at hand,

developing compensators and prefilters for the control

system. The system is simulated in Chapter V to determine now

well the design satisfies the desired performance

specifications. Chapter VI contains the results, conclusions,

dnd recommendations.

9
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I;Derivation of Aircraft Transfer Functions and

Control Structure from Aerodynamic Data

11.1 Introduction

This chapter develops the aircraft transfer functions

needed in QFT design. The aerodynamic data is used to develop

aircraft equations of motion around an equilibrium point.

These equations of motion are then arranged in state equation

format, and are then transformed to the complex frequency

domain to form transfer functions relating each input to each

output. The individual transfer functions are then grouped to

form an equivalent two input-two output plant matrix. In the

process weighting factors are introduced. These are chosen to

maximize the ratios of tne diagonal elements of the plant

matrix to its off-diagonal elements(ensure diagonal

dominance).

11 .2 Aircraft

The aircraft that forms the basis for this thesis effort

P is the Short-Takeoff-and-Landing(STOL) F-15 currently under

development by McDonnell Douglas[6]. Figure 11.2-1 is a

diagram of the proposed aircraft. This aircraft, derived from

the F-15 Eagle air superiority fighter, incorporates two

dimensional thrust vectoring vanes, thrust reversing vanes,

and a forward canard. Tne original purpose for the extra

control surfaces is to provide extra force and moment

10
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Fig. 11.2-1: F-15 STOL Aircraft

production for STOL operation. However, these same extra

- control surfaces promise to provide redundant control under..

*failure conditions. Basic specifications for the STOL F-15

aircraft are in Table 11.2-1. Appendix A contains the

aerodynamic data used to develooe the state space models.



TABLE 11.2-1

STOL F-15 Aircraft Data

Aircraft Parameters

Wing Mean Aerodynamic Cord c 15.8 ft

Wing Reference Area S 608 sq-ft

Wing Span b 42.7 ft

Wei ght w 33576 lbs

lxx 23634 slug-sq-ft

Iyy 181837 slug-sq-ft

Izz 199674 slug-sq-ft

Ixz -3086 slug-sq-ft

11.3 Aerodynamic Model

The equation of motion for the aircraft are written in

state matix format, with the individual elements derived from

the aerodynamic data. This format is:

x = Ax + Bu (2.3-la) ""

= Cx + Du (2. 3-ib)

'where

x is the state vector

A is the plant matrix

B is the forcing function matrix

• is the output vector

u is the forcing function vector

12



C is the Output matrix

D is the feedforward matrix

The elements of the A and B matrices are derived from

the aerodynamic data in Appendix A. The C matrix is chosen to

output the desired quantities while D is equal to 0, the null

matrix. The data provided by McDonnell Douglas, which is

defined in terms of the body axis, is converted to the

staoility axis. Tnis conversion is done to facilitate

analysis of the state space nodel by other thesis students using

tnis dircdft ooth in the longitudnal and lateral directions.

Since this thesis concerns only the longitudnal equations QFT

will give a stable design in either axis system.

This thesis investigates only the longitudinal equations

-- of motion for the aircraft. The model used consists of four

states: the forward velocity, v, the pitch rate, q, the angle

of attack, c , and the pitch angle,G . Initially the outputs

chosen were the forward velocity, and the flight path angleo.

There are two longitudinal variables one would like to

control, especially while landing. The state and output

equations are then:

v v

• =A + B (2 .3-2) -"-

I q (2.3-2)

0. O 0 0.0 -1 .0 1. ""t

L JL

13



The components of the A and B matrices are stability
derivatives generated by linearizing the actual non-linear

aircraft equations of motion about an equilibrium point. k
Entries in C are chosen to give the desired outputs.

Of the various control surfaces on the STOL F-15 the

following are used in this thesis: ,

a. Canard

b. Stabilator

c. Ailerons .

d. Top reversing vanes

e. Bottom reversing vanes

The flaps are not used since they only deflect downward. If

they are used it is very likely that upward flap deflection

would at times be demanded. Since this is impossible, a

nonlinearity would result compounding the control problem. In

this initial investigation it is desired to avoid such

problems, so the flaps are excluded from the reconfigurable

controller. However, in the actual aircraft design the flaps

should be included as another possible useful surface

in case of failure. The 2-D nozzles are not included since

the stability derivatives required in the B matrix are not

Known at the time of this work. Appendix B details the state

space model and the data involved.

Using the Comnputer-Aided-Design(CAD) package TOTAL[7],

the transfer functions relating each input to each output are

calculated. These are the original plant transfer functions

that are combined to form the equivalent symmetrical plant
S *.:.. .-1

> 14
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matrix(inputs = outputs) required for QFT. For the design in

this thesis the plant matrix is 2 X 2. The signal flow graph

relating the surface deflections to the aircraft responses is

shown in Figure 11.3-I. Assuming that the transfer functions 'A

-. do exist from each control surface to each output, the

transfer function matrix representation of this relationship is:

R21-

L

PC -

Fig.II.3-1: Basic STOL Plant Signal Flow Graph

11 12 1 14 15c

0 3a1 14 J (2.3-4)V P P P P t v
L'J 21 22 23 24 25 bv

SA

= oP"

15
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where

, i s the canard deflection

3 is the stabilator deflection

is the aileron deflection
a

* is the top vane deflection
tv

is the bottom vane deflection
byvv is output 1, forward velocity

7 is output 2, flight path angle

As is seen later on the output vector had to be changed to

forward velocity and angle of attack, but still with the same

matrix structure.

The plant transfer function, P , relates the ith output
i j

to the jth input. It is assumed that each control surface is

driven by a servomechanism with a transfer function of Mi
such that

0 = P 6= M P A (2.3-5) b

j j i i ij i .;

where 6 is the command input to the servo. The input-
i ,

output relationship now becomes

p p p p p [. ].
P P P P P I-

[I 11 12 13 14 15 ' 6 ' (2.3-6)
Iv] P P P~ J *

21 22 23 24 25 L

Since two outputs are being controlled by two inputs through

five separate control surfaces, there are many possible ways U

avdilable for dividing the control effort between the

surfaces. From preliminary discussions with personnel from

the Air Force Flight Dynamics Laboratory[8] it was decided

16 K
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that the control of the flight path angle would come

primaril-y from the canard, stabilator, and ailerons while the "i

reversing vanes(top and bottom) would provide the forward

velocity control. A variable A is used to determine how much

control authority is granted to the ith surface to control

its respective output. This term does not have to be a

constant, it could contain terms to compensate for the

frequency response of the surface it weights. Next, the a

coefficients are another variable transfer function in the

forward path that combine with the # terms to provide the

cross coupling required for robust control under surface

failures and disturoance rejection for the aircraft under no-

fail conditions. These terms can also be functions of

frequency to correct for differences between control

surfaces. Figure 11.3-2 is the configuration of the plant and

the control structure previously assumed. The equations

relating the equivalent 2 X 2 plant to the individual control

surface transfer functions are
-. ".

P : A P + A P + A P +A P +AP )
11 1 11 11 12 12 13 13 14 14 15 15

+ ( P + A P + A P + A P + A P ) (2.3-7a)
21 21 11 22 12 23 13 24 14 25 15

P = (Ap + A P + P + P + P )
12 2 21 11 22 12 23 13 24 14 25 15

+ ( P + P + A P + A P + A P ) (2.3-7b)
12 11 11 12 12 13 13 14 14 15 15

PI = P +AP +AP +AP +AP

21 1 11 21 12 22 13 23 14 24 15 25

"+ , ( A P + A P + A P + A P + A P ) (2.3-7c)
21 21 21 22 22 23 23 24 24 25 25

17
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d,,

Fir l 3-2: General Plant Structure () hb

P' P + A P + & P + A p + A ) ..
-'22 2 21 21 2Z 22 23 23 24 24 25 25

" "+ W(AP + A P + A P + A P + A P (2.3-7d) ''

-12 11 21 12 22 13 23 14 24 15 25 .'.

.. ~ ~~This is quite a complicated system, especially ifA, ',.,_'

" jand # are actually A (jw) ,o (jw) ,and A (jw) .The best .,

ii i~j i ii
choice for the A's, a's, and u's constitute an

optimization problem beyond the scope of this masters thesis

which is primarily dedicated to the reconfigurability

synthesis problem. In order to simplify these relations to

provide a better "feel" to the designer on how best to pick

and choose the respective weighting terms, the a terms are

set equal to unity, the A's are reduced to five in all -

set in tne main forward path for the dominant variable each

set of surfaces is primarily controlling. A, A
1 2

18
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and A are in the forward path for the flight path angle
* 3

"1 channel while A ,and & are in the velocity channel. This
4 5

simplified control scheme is shown in Figure 11.3-3. Some

-3 freedom is of course lost by doing this, but the design

process and assignment of the intermediate plant transfer

functions(see below) are facilitated.

The equivalent plant transfer functions now become

P' = AP + AP + AP + p( AP + LP ) (2.3-8a)
11 1 11 2 12 3 13 21 4 14 5 15

P = AP + AP + u( A P + A P + AP ) (2.3-8b)
12 4 14 5 15 12 1 11 2 12 3 13

P= A P + A P + A P + p( A P + A P ) (2.3-8c)
21 1 21 2 22 3 23 21 4 24 5 25

P' = A P + A p + u.( A P + A P + Ap ) (2.3-8d)
22 4 24 5 25 12 1 21 2 22 3 23

Intermediate plant transfer functions in the parenthesis

are defined as follows:

P = AP + A P + A P (2.3-9a)
11 1 11 2 12 3 13

P : AP + AP (2.3-9b)
12 4 14 5 15

p Ap +AP + AP (2.3-9c)
21 1 21 2 22 3 23

P : AP + Ap (2.3-9d) d
22 4 24 5 25

These equations are substituted into equations 2.3-Sa-d to

yield: .

P' : P + P (2 3-10a) 
11 11 21 12

P P + /I P (2.3-10b)
12 12 12 11

P + (2.3-10c)
21 21 21 22

19,._*-.*.*._.*:..,--V-:_f--*'



I.'.

VC-IV

Fig.11.3-3: Simplified Plant Structure

P1  P + 0P (2.3-10d)
22 22 12 21

The entire control structure with the feedback loops in place

is in Figure 11.3-4. The f and g elements are prefilters
i i i

and loop compensators respectively to be designed by QFT.

The QFT design process is discussed in Chapter 3.

20
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AW- Fig.11.3-4: Entire Control Structure for STOL Aircraft
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-- III. QFT Theory

111.1 Introduction

Most control system design techniques currently used

design for a specific set of outputs given a particular
system model. The designer hopes that in the process enough

robustness has been built in to the design that it will

tolerate some plant variations, failures, noise, and other

types of uncertainty. If the first design is not

satisfactory, the designer goes back and increases the gain,

moves a pole, changes the weighting matrix, or possibly a

combination of these things in order to arrive at a

satisfactory design. Quantitative Feedback Theory(QFT),

developed by Dr. Isaac Horowitz, allows the designer to put

in the uncertainties a priori, and results in a design
° d.

guaranteed to meet the system specifications. QFT has many '.

advantages, including:

a. Uncertainties are included at the outset, resulting

in a robust design.

b. Frequency domain design techniques, which are well

developed and understood, are used.

c. Complicated multiple-input multiple-output

systems(MIMO) are reduced to a set of single-input

single-output systems(SISO) which simplifies the

design process.

d. The design process is transparent, that is, it

allows the designer to see exactly what "the cost of

22



feedback"(required loop transmission bandwidth) is

for the range of uncertainties chosen. A problem

which requires unrealistic compensation will be

apparent from the outset of the design.

This chapter is broken into four separate parts. The

introduction, QFT SISO system design techniqe, MIMO reduction

into equivalent SISO systems, and the application of

reconfiguraolity. For a much more indeptn treatment the

reader is urged to study the references[ 9, 10, 11, 12 ,13,14 J. J

111.2 QFT SISO Design Technique

a. Overview

In order to develop QFT, a specific SISO structure used

in this thesis is introduced. Next the system time domain

specifications are translated into frequency domain

specifications. The plant model and system specifications

define the bounds of the system at every specific frequency

value of interest. Uncertainties in the plant P at each

frequency of interest are represented by an area on the

Nichol's chart known as the plant template. Using the plant

templates and system specifications, bounds on the nominal

loop transmission L are derived. An L is then designed
0 0

that satisfies the bounds. From the L a loop compensator G
0

is determined, i.e.

G 2L /P (3.2.a-)
0 0

23
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where P is the nominal plant transfer function chosen.
0

A prefiT-ter, F, is then designed to give the required

tracking specifications over the range of plant

uncertainties.

b. SISO System Definition

The system type that this thesis is concerned with is

the two-degree of freedom structure in Figure 111.2-1. In

this thesis the disturbance is assumed to appear at the input .' ..

of the plant rather than at the output. It is also assumed . -

that the plant P has a known range of uncertainties, that the
AN

tracking input r(t), disturbance input d(t), and the output

y(t) are given. Here y(t) is actually a member of the set of

acceptable output responces Y(t). The signal x(t) is the

. plant input such that y(t) = x(t) * p(t).

It is assumed that r(t) and y(t) are measureable, the

output y(t) is fed back, and that Laplace transforms exist
A._

for every signal and system element present. For the two-

degree-of-freedom structure the designer has to design two

compensation elements, the prefilter F, and the loop

compensator G. In terms of the loop transmission L = P G

four separate transfer functions can be defined to describe

the behavior of the system. The responses due to the command

input and disturbance input are: .

Y FGP/(1 + GP) ]r [FL/(1 + L)j r (3.2-1)

P4 GP) d P/(1 + L),] d (3.2-2)

24
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Fig.I1I.2-1: Two Degree of Freedom Structure

I.-.

P . The transfer functions relating the plant input to command

and disturbance inputs are respectively:

I : X(s)/R(s) = FG/(1 + L) (3.2-3)

I : X(s)/D(s) I/(1 + L) (3.2-4)

d

This thesis uses only the output equations to develop the

loop compensations. The internal variables are ignored in

this respect. This is not to say that the internal variables

are not important. Some, such as control surface deflections

or rates, can be critical. Quantitative methods exist to deal

with the internal variables, but they are beyond the scope of

tnis thesisL 15 ]. Internal variables(such as the control

surface deflections) are checked at the end of the design to

25



make sure that limits have not been exceeded. If they have,

the designer must revaluate the problem, make appropriate

changes, and begin again.

c. System Specifications "?

System specifications can be given in the time domain,

such as rise time, settling time, overshoot, peak time, and

final value, or they can be expressed in the frequency

domain, such as bandwidth, DC gain, resonant frequency, phase

margin, and gain margin. Which domain they are given in does

riot matter since they can always be transposed to the other.

Typical time response curves are shown in Figure 111.2-2. The

faster rising, underdamped response has a higher oandwidth

and is known as the upper bound T The overdamped response
U

has a lower bandwidth so it is known as the lower bound T
L

The disturbance, d , is shown at its maximum allowable value.

These same specifications, now expressed in the frequency

domain, are in Figure 111.2-3 The upper and lower bounds

are evident as is the "typical" disturbance rejection shape

of d(jw) However the specifications are displayed, the

range between the bounds reflects the uncertainty in the

output which leads to an acceptable response.

The time response of a desired output variable of a

control system is very rarely a single function, ratner a set

of functions is specified tnat meet tne given response

spec i fi cat i ons.



TIM

Fig.III.2-2: Time Domain Responses

Fig.11.2-3: Tracking and Disturbance Bounds
in the Frequency Domain
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d. Derivation of Plant Templates

In QFT contraints on the free functions F, G are found

so that the specifications are satisfied. The great advantage

of frequency response is pointwise synthesis-the constraints

are found pointwise at each w value. The set of all

possible plants P(jw) at a specified frequency cj form an area
i

on the log-magnitude/ phase angle chart, the Nichol's

Chart(N.C.), Figure 111.2-4. In this respect it matters not

whether the plant has one state or a thousand. This means

that for the frequency in question all possible plant phasors

lie within this area. The size and shape of the area, known

as the plant templateis a function of frequency. It is

assumed that the plant does not have any RHP zeros(non-

minimum phase zeros). RHP zeros limit the maximum loop

Oandwidth which can be used in design, and the bandwidth is

the factor which QFT manipulates to yield a design that meets

system performance tolerances. Normally, the plant templates

start out as a vertical line at DC, fatten out as the

frequency increases, then converge to a vertical line asw--.=

The height(in decibels) of this line is given by the high

frequency gain uncertainty.

Figure 111.2-5 shows various plant templates as a

function of frequency for some simple plant. The shape is not

typical, it could have been an amorphous blob, or even

several disjoint areas. However for design purposes any '--

separate areas shoula be combined into a single area. In • .

order to draw the plant template at any j simply connect the "

periphery plant points to create an area on the Nichol's

28
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chiart. This area is the template.

2 I A

241

44

'It

'IF

-1 -,M

I2 IT-

Fig. 111.2-4: Nichol's Chart

Templates should be drawn approximately at every octave

to give enough bounds for proper design. It is convenient

that once all the templates are drawn on the N.C. they are

transfered onto clear plastic sheets and cut out. Later on in

the design process these templates are translated on the

Nichol's chart to obtain frequency bounds for both

disturbance rejection and tracking responses. From these

DoundS a nominal loop transfer function is derived.

29
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• ~Fig. 111.2-5: Typical Plant Templates ".;

• ~e. Use of the Nichol's Chart ...

~Quantitative Feedback Theory relies on the Nichol's

[ ~Chart to design the loop compensators and prefilters required '

i2. to meet the specifications for a unity feedback system. By .]

i ~plotting the frequency response data for the open-loop -..

transmission function L on the N.C. the closed-loop frequency -

response L/(I + L) is known. That is, the frequency response--

data for the open loop is plotted using the rectangular grid I

30"
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having magnitude and phase markings outside the chart. Thus

from the intersection of L(j c) with the M contours on the

N.C. yield data points to plot the closed loop response as a

function of frequency.

f. Nominal Plant

In order to arrive at compensation, a nominal plant P
0

is chosen from all the possible plants. This plant is used to

develop the loop compensation G from the shaped loop transfer

function L , where G L /P . This plant should be stable (if
0 0 0

possible) and should lie on the lower left hand side of the

plant template. This location results in loop bounds closer

to the center of the Nichol's chart[16]. Other nominal plants

result in loop compensators that work as well, but the actual

compensator design process is more difficult because the

bounds are located farther up on the Nichol's Chart. The

nominal loop transmission function L is determined by

L G P , or the compensator using this P is G L P
0 0 0 0 0

y. Derivation of Open Loop Bounds

For both the disturbance rejection and tracking parts of

a control problem the loop transmission must satisfy certain

bounds such that the specifications are met over the range of

uncertainty. QFT represents these bounds as lines traversing,

or closed contours, on the Nichol's Chart. The loop

transmission must stay above the lines, or stay outside the

closed contours, at each frequency. Two bounds exist for each

frequency, tracking and disturbance rejection, with the loop ,

31-. ....' .. ". .
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transmission greater in magnitude than the highest bound.

Figure 111.2-6 is an example of possible bounds. Notice that

at w= 1 radls the tracking bound, B (j w), is greater than

the disturbance rejection bound, 8 rjjwie tW .
d

rad/s t h is r olIe i s reversed.

= ~ m 2m
0~ .5

IL I
14 .

M1W

P # 2

.4

417

FiI 11 .2 -6: Loop Bounds

At w =4.0 rad/s the bounds cross. In this case a

composite bound' B (jw ), is constructed out of the higher
C

portions of the two individual bounds.
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To find the bounds it is necessary to ensure that the

output of the system y satisfies both the disturbance

rejection and tracking specifications of Figure 111.2-3 .

First of all tie Maximum allowable value of the closed loop

systein frequency response M over its oandwidth is

deterained. Tiiis nunoer corresponds to an 4 contour on the

N.C.. Tne closeu-loop transmission, 4 = L/(1 + L) < M4 , is
L n

reqairea to stay outside the particular M contour

corresoonding to tne cnosen Mi The area enclosed by the ,-

contour is referred to as the "Forbidden Region". As an

example, in Figure 111.2-5 the A is 5 dS, and the
m

"Forbidden Region" is enclosed by the .,I 5 dB contour.

The uncertainty in the closed loop response is entirely

due to tne Plant since F and G are known. This implies

:iat t:e incar-ai nt-, in L i3 thie samne as P . The uncertai nty ,.-

i;1 tI e !a-nituae of tn e ou pt is:

-a L.nAT(J ) (2.2-5)

~,•, o.-'

LL T \Ja)J " L~iL T (J)a,

- L

A iL.) L L/I 4- L)] (3.2-U)

L lnust .e found sucn tnat T(jct,) remains vitnin the

acceptable range of Figure 111.2-3. To ensure this the plan"

te.iolate it eaci frequency is first placed on the Niclol 's

Chart(re9ie' er that the olant temolate represents the range

-* .-]i of uncertainty of the olants at any jiven fre.iuency). Thus
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since Lm[ L ] = Lm[ P J + Lm[ G ], Ang[ I = Ang[-G ] +

Ang[ P ], and G is LTI, then the template can be translated

vertically and horizontally to determine the bounds that

ensure that the performance specifications are met. The

templatecannot be rotated, only translated. With the

template at an angle marking near the left hand side of the

N.C., vertically translate tne template up or down until tne

T and T values, tne largest and smallest magnitude M
,nax ,ni n

contours respectively that the template is touching)satisfy."

the requirement:

T ITm rU T (3.2-7)max in ULL;

When this requirement is satisfied mark the nominal plant

ooint on the N.C., then move over ten degrees and repeat the

orocess. If in this process the template penetrates the M

contour, the template niust e translatea on tne A.C.

Sn ril it is out of the contour even if the trac.i ng oouns

ire not met. Since tle gap jetaeen T (j ) and T (j ) )ecomes
U L

wiuer as w tcis traislation is vertica l. At loier

fre.uencies cne Ecilp ate c3,i literally "riae" tne upper

portion of tone A cjoiLtur aiien :nis npoans . At nigne

fre uencies tne differenc. in .d.jiiituue cao result in tile

aouni co~npl.taly enclosin: tne I contour. Fruii tiis ste,

toe lines representing tne trac4,ing oounas 3 (jici) on L are
r

deri ved .

To derive the disturbance bounds the output under

disturbance is considered. Assuming a disturbance inout of d, r
. the closed-loop output of tile system is:

3 4-



. = d P/(1 + L) (3.2-3)

This can oe rearranged until it is of the form ,-,.

I + Lj >Id P/bdl (3.2-9)
d

where b is the upper bound of the disturbance response.
d

At this point the modified Nichol's Chart(MNC) is used

to finish the bound determination. Flip the normal Nichol's

Chart upside down, change the magnitude signs of the open-

loop grids( -24 dB becomes 24 dB) and reverse the open-loop
0 0 0 0

angle markings(-60 becomes -300, -170 becomes -190, etc.).

Now it is possible to design L directly on the MNC with the

superimposed lines now representing the magnitude and phase

of 1/[ 1+ L ]. For disturbance rejection the phase of the

signal does not matter, just the magnitude. This assumes that

the disturbance has the maximum effect at every frequency,

i.e., worst case scenario. Take the plant template and place

it on the MNC. Now translate the template until its lowest

point rests on the contour of constant Lm[ 1 + L J equal to

-Lm[ D(jw) ] at that frequency. Shift the nominal point

along the chart as before, recording the bound for the nomial

plant. Repeat this for each template in the plant set. Invert

the chart and translate the B (jw) bounds to the normal
d

Nichol's Chart.

g. Derivation of Loop Transmission

With the bounds in place on the Nichol's chart~the

design of L itself is started. The initial choice of where to

start depends on a number of factors. If the open-loop plant
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contains an unstable pole this must be included in L For

A ". " steady-state error reduction a Type 1, 2, 3, or more system

could be desired. If so, the proper number of poles at the

origin must be included in L at the onset of design. The

resulting L should barely meet the bound at each frequency to

give minimum bandwidth compensation. If such an L is -.

achieved, then the system is optimally compensated(with

respect to the performance specifications) A typical L

satisfying a set of typical bounds is shown in Figure 111.2-7.

The actual "shaping" of L is a cut-and-try process where

poles and zeros are added and shifted to conform to the

bounds at each frequency w, . Sometimes a complicated bound

structure can result in very complicated(high order)

compensation. In this case it may be better to use a smaller

AV_ order compensator, trading simplicity for a wider bandwidth.

h. Loop Compensation

The compensator G for the nominal plant is determined

as follows:

G L /P (3.2-10)
00

I
FF

i. Prefilter Design

Once the loop compensation has been found the tracking

response must be shifted to give the specified output to a

command input. The prefilter, F, shifts the frequency
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response of the closed-loop system( L/(1 + L) ) until it lies

within the tracking response bounds.

21IL 2

-''
- =1

14

Ij.4

,-. .

Fig.III.2-7: Typical Loop Transmission

Place the plant template for a given frequency won L
i 0

wi th the nominal point resting directly over the top of the

corresponding frequency point on L . Record the maximum and
0

minimum closed-loop magnitudes that the template touches,

Lm [ T (jw )] and Lm[ T .(jw)]. Next obtain the upper and
max min

lower tracking bounds for the same frequency, Lin[ T (jw)
U

and Lm[ T (jiw)] as in Figure 111.2-3. Now defining two
L

quantities:

A =Lm [T (iw) - Lm[ T (jw) (3.2-11)
U max
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and

B = Lm [T (jw)] - Lm[ T (jw)] (3.2-12)I-U min L

The response of the prefilter must be such that

A ( j ) 1 _5< F jw) _< B ( jw) (3.2-13)

A good way to do this is to nake an Lm(-) verses ii plot for

botn A and B, and then chose an Lm F bounded by A and B

( Lm [F] plot lies between A and B). Figure 111.2-8 shows L

one possible design of F given the indicated bounds. This F

is not unique, since any function that does not violate those

bounds satisfies them.

j. Summary

This completes the description of the QFT design method

for compensating SISO plants utilizing output feedback with

wide plant uncertainty. Using the design technique is

straightforward without any guesswork. If the design is

followed to the letter, a design guaranteed to meet the

specifications over the range of uncertainty results. Also,

QFT is transparent, allowing the designer to see the trade-

offs required for meeting the specifications as the design

process procedes, which can eliminate time wasted on tries at

tne compensation of "uncompensatable" plants.
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Fig.11I.2-8: Prefilter Frequency Response

111.3 Reduction of MIMO systems into Equivalent SISO

Systems

In order to use the QFT design technique for MIMO

systems they must first be decomposed into a matrix of SISO

systems. Dr. Horowitz has developed a method to do this

using fixed point theory. This section describes the steps

taken, but not the functional analysis behind it, leaving

that to the reader from references[ 17 , 18, 19, 20]

As a further simplification only a 2 X 2 system is examined

since that is the type of system used in this thesis.
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a. Description of MIMO Plant

* " The general description of the MIMO input-output relationship

i s:

P u (3.3-1)

where
Y = vector of plant outputs

P = matrix of plant transfer functions

u = vector of plant inputs

P is derived from either the state-space matrices or the

system linear differential equations. The plant has m inputs

and m outputs, i.e., , and u are m X 1 vectors. The plant

uncertainty is bounded with P being a member of all possible

plantsiPf. Notice that the input and output dimensions are

the same. With m inputs at most m outputs are independently

controllable. If more than m inputs exist, the system is

modified until it is m X in.

For this 2 X 2 system the MIMO compensation structure is

shown in Figure 111.3-1 It consists of the plant matrix P ,

a diagonal loop compensation matrix G , and a prefilter

matrix F The matrices are of the form:

I11 12
P = (3.3-2)

P P
21 22

9 0
G (3.33)

0 g
2
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Fig.III.3-1: MIMO Compensation Block Structure

11 12 (3.3-4)
-- f f

f 2 1  22

Figure 111.3-2 is a more detailed look at the 2 X 2 MIMO

compensated system. In general F can be fully populated;

however, in this thesis the cross coupling terms f and f
- 12 21

are set equal to zero. This is done since in this design the

velocity input commands only the velocity output, with the

same thing true of the flignt patn angle. No cross coupling

is desired.

The plant matrix must satisfy a few constraints:

a. 'P must be invertible. In other words P must not be

singular.

41
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* 4

Fij.I111.3-2: APi~U Com-ipensation Signal Flow Grapnl

b. The main diagonal terms must dominate as s--.oo f or

all PG , i.e.,

Lim -p 121p

T) iis i s referrad to as t1he Ji aonal do:inanc2

c. j1r i i ~ f i u iali t SISO Looos

.1i ? ief o eJ a nI Ica n.,l z.:le condi tions aoove , tie

j iIr s e ej x s z exs, a n ert

n A ew n atri x , Q s n ow i n tr0 a c ea -i i lt h e i n di v i o ualI

eleme t s ')ei i tie inverse of i e i n di v i ual1 e I ernentz )f P
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-1.1

q p* These q's are the effective SISO transfer
.. ij i j %-'

. functions, thus the m X m MIMO problem is transformed into m

SISO systems. Figure 111.3-3 shows these equivalent plants.

The plants have two inputs, one due to tracking and the other

due to a "disturbance" caused by the other SISO loops in the

system(this accounts for the MIMO interactions).

A.

,%

FigIII.3-3: Equivalent SISO Plants of a 2 X 2 MIM0O--
Compensation Structure !:i

d. Equivalent 9Z0 InputsI

As was stated above, the output of each equivalent SISO .-

system is due to two factors, the command input and the ..-

0 
Sim

disturbance, with the disturbance due to loop interaction. ..,

The equivalent disturbances d are given by the equation:

kl'"

d sa t q] (3.3-7)

kl il kii

dq'3 43.3"-

.. .......... * - k 1. . 1 ** **** k- - - - .-
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e. Loop Design

The MIMO problem begins loop shaping by designing

first the loop that has the strictest tolerances.

These can be due to tracking, disturbance rejection, or plant

uncertainty. Doing so results in the smallest loop

transmission bandwidths. Once the decision is made as to

Which loop to shape first, each output of each transfer

function of that row is examined to find out which one places .

the ni'jiest oouids on L. From these bounds L is shaped. This

L is tel isea to define a modified q for the remaining
ii

,u.)1 . This la ts loop uesiyn is an exact solution, minimn izng

cne janGi tn .

f. Summary

Oesi(jning compensation for a MIMO sytem using QFT

requir2s 1iat tie 1110 system be broken down into a set of

eiuivalent SISO ilants, with the interaction in the M1AO IN
s'/S; :' reiresenited 3s disturbance inputs in equivalent SISO

;s :..,s. Once t:e decomposition is Performea, QFT is used as

c - s-

% % . ,

bi°



111.4 Introduction to Reconfigurability Theory

a. Introduction

As is seen in Chapter IV, QFT can be used to design

fixed compensators to meet tolerances in the face of wide

plant parameter uncertainties. In this thesis the plant

uncertainties are due to the range of flight conditions and

of control surface failures. The advantage of fixed

compensators over ones that are scheduled with the failure is

that they don't require failure identification with its

associated time delay. If acceptable performance is possible,

then there is time for reliable identification after which an

"optimum" compensator can be switched in. This chapter

develops the QFT method for dealing with the reconfigurable

aspects of the control problem. The available free u terms

of Chapter II are chosen so that the healthy aircraft is

basically non-interacting(BNIA), i.e., the off diagonal terms

are much less in magnitude than the diagonal terms. From the

theory an equivalent MIMO plant matrix is developed that is

used in Chapter IV.

I

o. Reconfigurable System Model

The feedoack control structure is shown in Figure -'

111.4-1 . The plantL P are the constituent surface
ij
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Fig.III.4-1: Reconfigurable Plant Structure

deflection vs. output transfer functions from Chapter 11. The

objective is to design the system such that there is as

little interaction as possible between the loops for the

healthy(no f-aiiure) aircraft, but also allowing cross coupling

during failures which results in a redistribution of the

remaining control authority. The ju are chosen to give this
i-j

FEtype of interaction. From Figure 111.4-1, the equivalent

plant nmatrix is:

r 'P1I 11 121
P' (3.4-1)

I Pg
21 2
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where

P P + 2 P (3.4-2a)
S11 11 21 12

P = + )A (3.4-2b)
12 12 12 11

P' = P (3.4-2c)

21 21 21 22

SP + P (3.4-2d)
22 22 12 21

c. Choice of Weighting Factors

For an ideal non-interacting system, it is desired that

P P' = 0 (3.4-3)

21 12

requiring

ASul= - P' / P' (3.4-4a)
12 11

- P / p (3.4-4b)
21 22

These ;'s in general are functions of frequency since in the

majority of systems each P' has its own set of poles, or at
ij

least, zeros. An exact /.. may not always be the best

solution, especially when the denominator terms in equations

(3.4-4a,b) contain non-minimum phase(right half plane) zeros.

In this case the appropriate g contains an unstable pole,

and requires an exact cancellation to keep the system

response stable. Since exact cancellation is impossiDle in

reality, this choice of As can cause problems. In this case

47
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ininimum phase / that will diminish the cross terms as

mucn as possible is required - not perfect, but practical.

Note that under failure conditions equations 3.4-4a,b are no

longer valid, i.e., since the A terms are derived for a

particular no-failure plant, failures will change those

plants, eliminating the cancellation. This causes the plant

matrix to contain non-zero off diagonal terms. These off

diagonal terms lead to loop interaction which allows control

surfaces in the "healthy" loop to assist in control of the I

loop containing the failed surface(s).

111.5 Summary

Chapter III presents an overview of QFT as used in this

thesis. Rigorous mathematics are not used, rather a more

informal approach, explaination with words, is used to give

the reader some idea of the power and the procedures of QFT.

In Chapter IV more of the exact equations are introduced when

used. If the reader wishes to delve deeper into the

background behind QFT he is encouraged to read the references

listed in the bibliography.
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IV. Comnensator Design

IV.I Introduction

This cna.ter uses QFT to desiqn tne necessary

compensation, , f , and f , such that the design
1 2 11 22

soecifications are satisfied at the three flight conditions for a

se, f ocssi;UIe failures. Tne eouivalent plant m.-tricies are

Sv Piec- first. Frol trnese matrices tne in matrices are

,a ,, tIE MU/ coit roi cn anne is ueveloPed usin:, S!S& L

.ies i(i Loi ieuas. aen using information found aurin trie design-

of tE MjF cn-iitel , tie second cnannel aesi -ji is coa,'l eteo.

To v cr, e p roper tracKing response, tie prefi 1 ters are toen

ctevelopec usin, frequency response data of each loop

transmission function. During tne design process it is noted

that problems occur due to the aircraft's configuration. The

- roblems stem from tne non-minimum phase characteristics of

the fiignt Path angle responses. These problems lead to a re-

evaluation of tne control system, and a suggestion to ease

the apDlication of QFT to MIMO systems with non-minimum onase

ter:!rs and/or unstable open-loop poles. From the steps taken a

plant emerges tiat is amenable to QFT design techniques. It

is snuwn tnat certain failures can te tolerated while others

lei a to plant ,naricies for wnich the QFT technique cannot be

applieo. Fur sucI, plants a modification of the QFT technique

lhas ueen developed to acnieve an acceptable system design for

such plants, but doing this is beyond the scope of tnis

thesis7i]
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The2 fist suteop to design compensators for the control

,S..

problem at hand is to construct the equivalent plant

matricies, P' , from which the Q matricies are obtained.

These plant matrices are developed from the state equation

models in Appendix B. Initially the transfer functions

reldting surface deflections to outputs are used to construct

plant matrices as is done in Chapter II. Fromn these transfer

. crobcins, hruper s to satisfy IA system requirements are

fumiu. Usi, tP'e /A. ana the plant matrices, anotiner set of
I,]

equivalent matrices with reconfi,-urability "b~uilt in" "are

designed. N1ext various surfaces are failed and new plant

; matrices are developed at each failure condition. Each matrix

requires examination to determine whether it can be used in

the QFT design process, or whether it contains non-minimum

phase terms which cause that particular flight condition/failure

not to be included in the plant set. The equivalent plant

matrices are inverted and tere equivalent SISO systems are

fjeeleood. For tnese equivalent SISO systems, frequency

rsajons, oounds 3t eaci frequency/ ara jsec: to descri :e tviia

uncertainty in the plant. Tnis uncertainty results in areas

in tie ic:iolrs cert wit nin woicu te lant lies at eacrl

irreinC. Usi nv t ses area s and neanws consplrc:a in :o

2i :tier trac(i nj or a i s ct oanc3 r.±, ec t in c r te r- a .4ni ciever

reires sricter requirients o tine loop transnbission, i.e.,

phasjte ia :ti which is a "cost of feedback". A coonl

.J

not o beincudedin he pantset.Theequialet plnt

;'"
fr:, enc . sin ese ar as nd opi es co sz 'Jc 2d .i l



minimizes loop bandwidth is then designed. From this ioop

A transmission, the required compensation g is constructed.

Prefilters f are built such that the tracking response
i i

meets the performance specifications in the frequency domain,

and thus the time domain specifications are also satisfied.

Two condidtions must be satisfied such that the design

specifications are guaranteed to be met.

a. The inverse of the equivalent plant P' must exist.

.ta This is a controllability condition and must be

satisfied for each flight condition and failure

case. Thus the determinant of the plant cannot

be allowed to become zero.

b. The second condition, the diagonal dominance

condition, requires that

lim [hQ Q j/jQ Q > > 1 (4.2-1)
s-00 11 221 1 12 2111-

This must be satisfied for each P C IP1 and all

frequencies w greater than some frequency w
i b

wherever the quantity i + L > 1 , where L is the

loop transnission function.

From the state space models in Appendix B transfer

functions relating each control surface input to each output

are generated using the Computer Aided Design(CAD) package

TOTAL[7 ). The resulting transfer functions are in Appendix C.

The relationship between the flight path angle, pitch angle,

and angle of attack to the jth control surface input is

Y(s)/ .5(s) = O(s)/ 6 (s) - a(s)/ 6 (s) (4.2-2)

51



The actual flight path equations are developed directly from

p the state space representation by modification of the C

matrix. The aircraft has three stable and one unstable root

for the three flight conditions. A listing of these roots is

given in Table IV.2-1. Note that the airplane becomes more

unstable as forward velocity increases, with one short period

root moving out along the real axis and the pnugoid roots

aproacniny tne imagilary axis. Open-loop instaoility is not a

droole,:i for qFT since a staDle closed-loop system is

Se v e i ope u i n ne r n I] jy coe i es i j n tec in i que .

Ml;,iosL iiiae2iately a pruole.,i arose in tne uesign

process. Tne surface u flijnt pat, an-jle transfer functions

are al1 non-.iininum phase, havin, at least two zeros in tile

RHP. These transfer functions al'.Iays resulted in a non-

i n in u.i pii a se n,,1p) eq u v ae nt oI-in t ialtrix. Tie sensitivity

reduction properties of a ,no olint is inherently liiited, so

i t m i)e i noossiole to achieve th e desired performance. One

could ~roc eo ising tie "Sinjulir G" cec nique for n'

Dlints ll ', 5ut tne result may 5e thdt a fixed LTI(linear,

ine iqv ir i 4n: o rtDen sea r c a nio t hia n -2 _ile 'An C2r t'ii n

ro ne. Ano tier Way of 1 oo0K i1g at tnis s ta t toe ga in cannot

oe increased coo ,2uci si nce an open-l o uo pole ,-ii i ijri _2

- toe iia zero causiil; insta.ility. Fro,, aiscussins ,vit:i Dr. t

,1ruicz, cne decision .vds idu& Lo continue tne anallySis

u sin a ,aifferent ouL.iucut variale o tner tian flight atn

an-lie to control, *qnic:i qoula nopefully proviLe a nnp ,lant

deter;inant. It is ieterminiea that the aijle )f attac.< al.,iays

C"
- - -- - - - - - - - - - - - -



has minimum phase transfer functions. Thus the output

variables chosen are the velocity and the angle of attack .

rather than the velocity and flight path angle. This is not

ideal for aircraft landing control; however, it does have the

advantage of guaranteeing beforehand that a design does exist

which satisfied the specifications over the range of

uncertainty. No sucn quarantees can be made apriori for nmp

pl ants. 

TA3LE IV.2-1

Ei ,envalues of the Open Loop Systemi--

for tne Toree Flijnt Cunoitions

Flignt Conji:ion 1:(Sea Level 130 kts)

s 0.2846
s -0.01d97 + jO.2508
s - -1. 54o ..

Fi,,lt Conait'ion 'ISea Level 120 (<ts)

s 0.3 51 ---
s -1-0. 1104 + j'.20,31
s -1.7 9

Fli ht Condition 3:(Sea Level 13,0 kts)

s: -. )I236 + jJ.1'90s= -2. I3O

T,iLe lex: s~ed is to cnose ,vnicn control surfaces are

cJ CA cJte t:e dri,;iury coitrol over a nicn variaol e This is

10tle oj eAddl ni nj coe ,)a ni aue of tne frequency response for

eacai trinsfer function, ana cnoosiny the uoninant control

s urfac, ojf adcn o t u t as tna t contro ,vni c n ia s tne 1nos "

. . . . . . . . ..d
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effect upon that variable. The stabilators and canards

influence angle of attack about equaly, much greater than

any of the other surfaces. Likewise, the top and bottom vanes

have the greatest effect on velocity. The ailerons influence

velocity slightly more than they influence the angle of

attack; however, they are added to the angle of attack

control to give that channel greater rooustness under

failure. This thesis assigns canards, stabilators, and

ailerons as the primary angle of attack control, while the

reversing vanes provide primary velocity control. This means

that the "crosstalk terms" are the velocity change due to

canard, stabilator, or aileron deflection, and the change in

angle of attack due to reversing vane deflection.

Once the primary surfaces for each variable are

40- defined the amount of control authority each surface has in

controlling the assigned variables must be calculated. The

method used in this thesis first assigns a percentage of

control effort to each control surface involved in the

primary control of a variable. The percentages for the angle

of attack(AOA) are:

Canards 40%

StaDi I ators 50%

A il1e r ons 10~

These percentages were suggested by Capt. Greg Mandt[81and

assume the STOL aircraft has the ability to symmetrically

deflect the ailerons. As mentioned earlier, the stabilators

and canards influence angle of attack about equally, with the

stabilator being slightly stronger. The small percentage

54
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chosen for the aileron reflects the fact that this surface

must also be used to control lateral variables as well.

Choosi-g-a large percentage could cause saturation,

especially if large lateral manuevers are called for. For

velocity control the percentages picked are:

Top vanes 50%

Bottom vanes 50%

In order to achive these percentages the amount of control

exerted by a particular surface over a variable is assumed to

be represented by the DC gain of its transfer function. The

weighting terms A from Chapter II are chosen such that the
i

new DC gains reflect the percentage values picked. These DC

gain terms are in Table IV.2-2 for the three flight

conditions. The signs of these A terms are chosen such

that all the control surfaces work together. This is done by

referencing the Bode plot for each transfer function and

choosing the sign that results in similar frequency response.

It turns out that simple sign changes on the A terms ensure

that this occurs. As an example, for flight condition one the

DC gains for the angle of attack are:

Canards 1.349

Stabilators 2.835

Ailerons 0.3961

As a first try 4 is set to unity. This implies that 40% of
1

tne control authority is equal to 1.349. The negative sign is

dropped(but is dealt with later). This implies that the total

effort has a magnitude of 3.373. In order to achieve the
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proper percentages of control authority, the required values

are:

A 0.5948
2

A = 0.8514
3

Finally the signs on A and A are changed so that all
2 3

the surfaces are working together.

TABLE IV.2-2

DC Gains of Transfer Functions

Response Flight Condition

1 2 3

V/6 C 314.2 466.8 329900

v/65  -700.9 -987.3 -5934

V/A-107.4 -236.4 -1902

V/5 477.2 533.9 1536
TV

v 6-287.1 -260.0 -595.6

-1.349 -1 .124 -2.622

062.835 2 .210 4.553

0. 3961 0.4946 1 .423
-~Ct/ -0.9603 -0.5595 -1.150

016 0. 5917 0.5686 0.4466

Likewise the vane A's are found. For flight condition one
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the terms are:

Top vanes 1.000

Bottom vanes 1.662

Now, to make sure all the surfaces are working together,

i.e., are in phase, signs on A's 2, 3, and 4 must be

changed. For the first flight condidtion the A vector is:

T
A = [ 1.000 -0.5948 -0.8514 -1.000 1.662]

The A vectors for all flight conditions are in Table IV.2-3

At this point the reader might ask if choosing a A vector

at each flight condition is not actually scheduling ,.

implying that the design is not really robust. The intent is t.o

examine the plants resulting from each of the vectors, and

select the A vector which results in the greatest number of

minimum phase P' under failures for all three flight

conditions.

TABLE IV.2-3

Weighting Factors for the Three

Flight Conditions

Flight condition 1 2 3

Del tas '-

4 1.000 1 .000 1.000

A2  -0.5948 -0.6357 -0.7191

AF -0.8514 -0.5681 -0.2303

23
-1 .000 -1 .000 -1.000

5 1.662 2 .053 2 .579
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Using these A values, equivalent plant matricies P are

developed for each flight condition. Here a problem occurs

I " because of the structure of the velocity to top and bottom

vanes transfer functions. For instance, at flight condition

one the velocity to top vane transfer function is:

v(s) = -9.496(s+0.2328+jO.4762)(s+4.979) (4.2-3)
TFs- (s+0.01897+jO.2508)(s+1.546)(s+0.2846)

while the velocity to bottom vane transfer function is:

v(s) = -9.496(s+0.5715+jO.1485)(s-2.415) (4.2-4)
-s- (s+O.0 18 9 7+jO. 2508 )(s+l. 546)(s".2 46)

Using the proper A vector from Table IV.2-3, the two

transfer functions are added together to form P , i.e.,
22

P = v(s) = -3.143(s-12.29)(s+0.4202+j0.4092) (4.2-5)
22 Fs) (s+O.O1897+jO.2508)(s+l.546)(s-O.2846)

which is non-minimum phase. Using this P transfer function
22

results in u- values with RHP poles. For this transfer

function to be minimum phase the condition

(4.2-6)
5 4

must be satisfied. However A must not be too small. This
5

places much more control emphasis on the top vanes, possibly

leading to their saturation during a maneuver or after a

failure. This, in turn, can lead to the loss of aircraft

control from effects of nonlinear elements(such as limit

cycles). As a compromise, A is chosen as 0.926. This
5 r

delta value results in a minimum phase system and also leads
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to a zero at s =-88.7 which cancels out the pole of the

reversirigvane servos, simplifying the final transfer

function. The resulting P before multiplying by the servo

transfer function is:

P0.22( 87(s+0.3661.v0.4445) 427

22 T 0019+j0.2508)(s+1.546)(s-0.Z846)

This modification of the Avectors is required for eachI

flight condition in order to guarantee minimum phase plants-.

The modified A vectors are in Table IV.2-4. Using the 1
modified A vectors, the:E~, transfer functions are

calculated and are then multiplied by their respective servo
transfer functions. The canard, ailerons, and stabilator

servo transfer function is:

6
JJ~) =2.28(10 )(4.2-8)

s+0. 62)(s+138. 6+j 235. 1)
cam

TABLE IV.2-4

Modified Delta Vectors

Flight Condition 1 2 3

A1  1.000 1.000 1.000

A2  -0.5948 -0.6357 -0.7191

A3  -0.8514 -0.5681 -0.2303L.

44 -1.000 -1.000 -1.000

A5 0.926 0.95 0.98
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* iThe servo transfer function for the top and bottom vanes is:

6 = 89
s + 89 (4.2-9)

With the servo transfer functions, the 'P matrices for the

three flight conditions are calculated using the modified

vectors and are in Tables IV.2-5 through IV.2-7. Now that a

satisfactory plant model is designed, QFT reconfigurability

theory can be applied as discussed in Chapter III. I

~L

IV.3 Tracking Specifications

In a control problem one is seldom confronted with the

situation where a specific response to an input is required.

Usually a range of acceptable responses is specified.

QFT provides the minimum bandwidth compensators which

.- guarantee that the closed-loop response remains within the

assigned tolerances over the given range of the plant

parameter uncertainty. The acceptable responses are often

defined in either the time domain or the frequency domain. If

. they are in the former they can be converted to the latter.

This step is essential since QFT design is performed in the

frequency domain.

From data provided by McDonnell Douglas[6 ], ranges of

frequency response for both velocity and flight path angle

are defined. For the velocity, the desired response is a

single order system

T(s) = 5a (4.3-1)
s +a r-

"- where 'a' can range oetween 0.6 and 1.0 The lower bound
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TABLE IV.2-5

P Matrix Elements for Flight Condition One

P = 94692(s+34.51)(s+Q.01850*jO.2568)/ A

P = -6.668(s+16.87)(s+O.01834*jO.2576)/ A
12 2

P =-6438000(s+26.41)(s+O.3369*jO.4395)/1 4
211

P 62.54(s+88.7)(s+0.3661tjO.4445)/ A
222

A (s+30.62) (s+138.6*j235. 1)( s-O.2846) (s+1 .546)
1 (s+O.01897*jO.2508)

4=(s+1.546)(s-O.2846)(s+O.01897*jO.2508)(s+89)
2
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TABLE IV.2-6

P Matrix Elements for Elight Condition Two

P =95025(s+46.83)(s+O.01510*jO.2178)/4 k

P 12 -5.269(s+19.39)(s+O.01480*jO.2182)/,d4

P =-7OO8144(s+26.33)(s+O.65l6*jQ.2793)/ A
21 3

224

A=(s+30.62)(s+138* j235.1)(s+1.979)(s-O.3851)
.3 (s+0.01104*jO.2081)

A=(s+1.979)(s-O.3851)(s+O.01104*jO.2081)(s+89)
4
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*k kM-7ALK.

TABLE IV.2-7

P Matrix Elements for Flight Condition Three

P 122711(s+79.60)(s+O.01050*jQ.1459)/4
11 5

P =-3.505(s+27.24)(S+O.01060.*jO.1472)I

12 6

P =-6146000(s+32.98)(S+0.3911*jl.084)/4
21 5

P =20.06(s+92.29)(s+O.4517*jl.150)/4

22 6

(s+30.62)(s+1383* j235.1)(s-0.4608)(s+2.686)

5 *(s+0.003206*kjO.1090)

=(s+89)(s-0.4608) (s+2.686)(s+O.003206*jO.1090)
6
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transfer function is

T (s) = 3.0 (4.3-2)

while the upper tracking bound is

TU (s) - 5.0 (4.3-3)
s + 1.0

In the time domain T (s) has the step response
&L

specifications:

Rise time(t ) - 3.662 s
r

Settling time(t ) - 6.520 s
s

Peak value(M ) 5.000 ft/sec
p

Final value(F ) = 5.000 ft/sec
V

Likewise, the upper bound specifications are:

Rise time 2.197 s

Settling time = 3.912 s

Peak value - 5.000 ft/sec

Final value 5.000 ft/sec

Figure IV.3-1 shows the time responses for both the upper and

lower velocity response bounds.

It is essential in any practical design that at large

the permissable range of I T(jw)l exceed the range of

IP(jw)l- This is always guaranteed if an infinite difference

between the upper and lower bound is specified asw-am .

Stated more succinctly:

lim Lm [Tu(s) - T(s)]] 0 (4.3-4)

One way to do this that works well is to add a zero to Tr
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and a pole to TV. This gives an order of two difference
L

v between the bounds and ensures an infinite spread as ,a-0co

The required poles and zeros for this purpose are added as

close as possible, subject to the time response being

negligibly affected - this is easily done on the computer.

The first choice can be very far off. If no great deviation

in time response is noticed, the pole and/or zero can be

brought in toward the origin. This is continued until an

excessive deviation in time response results, after which it

is backed out a bit. This thesis uses a 5 percent deviation

in tne settling time and/or rise time as the limit of

pole/zero movement. For the velocity reponse upper bound a

zero cannot be added realistically since it is a first order

transfer function, instead two poles are added to Tv  to give
L %

the same effect. These modified upper and lower bound

velocity transfer functions are:

T (s) = 5.0 (4.3-5)
v (s + 1)
U.-

and

T (s) : 2100 (4.3-6)
v (s + 0.6)(s + 20)(.s + 35)

L

The resulting frequency response bounds for velocity are in

Figure IV.3-2 . The range between T.U and TV gives the
U L

set of allowaole frequency responses that result in the

desired tiile responses.
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TRRCKING RESPONSE FOR VELOCITY CHRNNEL

C3I

.4
LLqh U')
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C

LUJ

CD: ._.-

. 0.2. 1.25 1.87 2.50 3. Y2 3.75 4.37 5.00
TIME [SECONDS)

Fig.IV.3-1: Velocity Channel Time RP,.,.ns2 Bounds

The tolerances of the flight path angle are assumed to

be the same as that of the angle of attack(AOA) since the

flight path angle is a linear function of both the angle of

attack and the pitch angle. The desired response is a second

order transfer function

2
T (s) : G 'J (4.3-7)

sZ + 4(j S + 2

n n

where

G is 0.06109 rad/in = 3.5 deg/in"

can range from 0.35 to 1.2

minimum bandwidth i > 3 rad/sec
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TRRCKING RESPONSE B3UNDS FOR VELOCITY
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Fig.IV.3-2: Velocity Channel Frequency Response Bounds -

For the overdamped case, a transfer function that meets the

specifications is

(s) = 196 (4.3-8)
L s  (s+4) (s+14)"

The bandwidth of T is slightly more than 3 rad/sec. Since
1Lthis is an overdamped case without a resonant frequency peak,

it is natural to think of T as the lower bound. For the
a u

upper bound, with a of 0.35, a maximum crossover frequency

of 10 rad/sec is used. This is a reasonable value selected on

the basis of conversations with personnel from the Air Force -

Flight Dynamics Laboratory[22]. The upper bound transfer

function is:

T (s) = 350 (4.3-9)
u s' +7s +100 . -.

The respective figures of merit for the time responses of the r
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AOA bounds are, for the lower bound:

Rise time = 0.5859 s

Settling time = 1.062 s

0
Peak value = 3.500i

Final value = 3.5000

and for the upper bound

Rise time = 0.1389 s

Peak time = 0.3354 s

Settling time = 1.098 s

Peak value 4.582

Final value 3.500

The plots of the time response bounds for AOA are in

Figure IV.3-3

As is done earlier with the velocity response the

transfer functions are modified to provide an infinite

separation of T aand Ta as c-i.. A zero is added to T. andL °U U

a pole to T The resulting bounds are:

T (s) 7(s+50) (4.3-10)

a U s2 +7s + 100

T (s) 3920 (4.3-11)
L (s+4)(s+14)(s+20)

Figure IV.3-4 shows the resulting frequency bounds.Again the

bounded area represents the range of frequency responses

which satisfy the given specifications. The next step is to

determine the bounds on disturbance rejection.
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",TIMlE RESPONSE BOUNDS FOR ROR Ci-RNNEL

CUD

C'
LU

oa

,- .-

CDOo 0 . 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00

TIME (SECONOSI

Fig.IV.3-3: ADA Step Response

IV.4 Disturbance Rejection Specifications

Since the type of aircraft this thesis uses as a basis

for reconfigurable controller design is just in the

preliminary design stages itself, the basic control laws are [

still in development. The desired disturbance rejection has

not been established at the time of this writing, but

from discussions with FDL personnel[22] the level has been

set at t < -10dB for all flight conditions for
12 121

the healthy aircraft. Under failure the ideal situation is to

meet the same bounds; however, the remaining surface

deflections, and the required compensator bandwidth, may

become too large for a realistic design. In this case the

disturbance rejection bounds are sacrificed for stability in
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UPPER RND LOWER BOUNDS ON AOA TRACKING RSP.
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Fig.IV.3-4: AOA Frequency Response Bounds

C.3m

the event of control surface failures. QFT is very.."'

S -transparent and allows the designer to see the "cost of -

• feedback" for the various failures. It gives a direct -..,

indication of whether or not the failure in question leads to ...

an unrealistic loop bandwidth. If it does the designer knows L

it oefore tne compensator is designed. {i

IIV.s Application of Reconfiuration Th~eory/

Ji h to~e ecqui val ent plant equations defined the .

calculation of the ideal p1..terms is required to develop.-,

the Q matrices (that decompose the 2X2 MIMO system into 4

SISO systems) for the reconfigurable system. For no-failure i "

conditio' the P matrix should be basically noninteracting ,'-

r(BINA) which means that the main diagonal terms dominate, _

."." giving good decoupling even without feedback.>]
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Configuring the plant in this manner leads to smaller loop

transmission bandwidths. A method using ideal crossfeed

terms 4u and # is developed in Chapter III. These ideal
21 12

u terms are defined in equations 3.4-1 through 3.4-7.
i .. -i

Using the equivalent plant matrices in Tables IV.2-3 through

IV.2-7 the individual # terms are calculated. As a sample
i j

calculation, at flight condition one the pterm is
12

-5
p=7.042(10 )(s+16.87)(s+30.62)(s+138.6+j235.1) (4.5-1)

12 (s + 34 .5 1 s+-397

Likewise the p term is:
21

p =102942(s+26.41) (4.5-2)
21 (s+30.62) (s+138.5+j235 .1)

The rest of the /Ps are developed in the same manner and

are in Table IV.5-1. With the p values the plant matrix

becomes:

11 21 12 12 12 11

21 2122 22 12 21 J (.3

Us ing Eq(4 .5-3) the equivalent reconfigurable plant inatrice s

composing V' for the first flight condiditon are:

P1 1.639(s-0.4618)(s+5. 772)(s+134.2+j221.3)
11 (s+30.62) (s+138.6+j235. 1)(s+89)

(s+23.45)(s+7.257) (4.5-4)
(s+1 .546) (-0.2846) (s+0.01897+jO. 2508

P' P' 0.0 (4.5-5)
*12 21
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Terms Used to Give BNIA Systemns Over the

Three Flight ConditionsY

Flight Condition One:

-5
=7.042(10 )(s+16.87)(s+30.62)(s+138.6tj235.1)

12 (s+34.51)(S+89)

- 102942(s+26.41)
21 (s+TU.62) (s+138.bijZ35. 1)

Flight Condition Two:

J = 5.545(10 )(s+19.39)(s+30.62)(s+138.6*j235.1)
12 (s+46.83)(S+89)

- 156992(s+26.33)
21 (s+3U.62)(s+138.b*j235.1)

F Ii 9h t Condition Three:

-5
u = .856(10 )(s+27.24)(s+30.62)(s+138.6*j235.1)
12 (S+/9.60)(S+89)

- 306381(s+0.3911 .jl .084)

21 (s+0.4517*jl.150)(s+138.6*j235-. 1)
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P' 405.9(s+0.2524+jO.4044)(s+4.912)
22 (s+30.62)( s+138.6+j23.1)(s+89)(s+1.546)

(s+140.*3+J240. 2)(s+1 .642) (4.5-6)
(s-0.284)(s+. 018 97+jO.2508)

Note that these /j terms, even though they are minimum phase,

have resulted in a non-minimum phase plant transfer

functions. It turns out that the plant deterininant is also

non-,ninimum phase, but this stems from the choice of A

rather than I terms(since these can be factored out of the

determinant expression). This also occurs using the other

vectors as shown in Table IV.5-2. Non-minimum phase

determinants limit the loop transmission bandwidth and can

cause instability using the MIMO QFT design process. For either

problem re-examination is required, or an extension of QFT

for non-minimum phase plants, the "Singular G" method should

be used[23]. Singular G is beyond the scope of this thesis,

thus the A vector is examined to see if it can be used to

drive the system minimum phase.

Upon a close examination of the aircraft and the related

equations of motion and resulting matrices, the main cause of

problems seem to be the close coupling of v and Ce within

the plant and their respective signs. With the current scheme

of choosing the A vector, as explained above, the

equivalent plant before the reconfigurable p terms are

added is.:.
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TABLE IV.5-2

_Equivalent Plant Transfer Functions

Fl ight Condition One:

P' 1.64(s-0.462)(s+5.77)(s+134±j221)(s+23.5)(s+7.26)/ A
111

12 21

P = 405(s+0.252*jO.404)(s+4.91)(s+14Qtj240)(s+1.64)/ 4
22 1

Flight Condition Two:

P' 2.42(s+O.892)(s+O.049*tjO.407)(s+32.5)(s+133±"j247)/ 4
11 2

PI=P,= 0-V

12 21

P' =128(s-0.484) (s+2.33) (s+O.385) (s+135±*j245)(s+35.4)/ A
22 2

Fl1ight Condition Three:

PI 3.15(s+O.0052±jQ.183) (s+42.9)(s-O.688)(s+134±tj222)/ 4
113

12 21

PI 164(s-O.476)(s+0.89) (s+2.53)(s+42.5)(s+134±j237)/A
22 3

4=(s+30.6)(s+138±j235)(s+89)(s+1.55)
1 * (s-0.285)(s+0.0189±jO.251)

4=(s+30.6)(s+138±tj235)(s+89)(sl .98)
2 *(s-O.385)(s+O.011±tjO.208)

3 * (s-0.461)(s+0.00321±jO.109)
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F I P

P (4.5-7

where the P joperation causes the leading gain value in

the transfer function to be greater than zero(an 'absolute

value' type function). As stated earlier , the p values

are: " -

12 - 1 2V12 1 1 1 2 12' (.1-1a) 1

21  1211 1 12 11 1221-.-
1 2Y-

Using these, the reconfigurable equivalent plant is:

2,1 1 1( 21.' 1221)r221 1%2121111I221) 1211i

Note that to zero out the off diagonal terms of P' a

subtraction -of positive, minimum phase transfer functions,

occurs to develop each P* The different dynamics of the
ii

velocity control channel compared with the AOA channel

seen to result in the non-minimum phase plants when the

addition using 11's is accomplished. In order to circumvent

this problem various combinations of different A vectors

that, see from the surface, might give minimum phase plants

are chosen. The det[ P' is calculated for various failure

conditions and A vectors, again without finding a minimum

phase P'. In each case at least one zero is in the RHP.

At this point it becomes evident that some
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problem modification is required to provide a solution to

a' this problem using QFT without using the "Singular G"

method. As a simplification measure, the second order servo

poles are deleted. The assumption is that the final loop

transmissions will have a small enough bandwidth not to

excite the neglected servo poles, or have the additional

phase lag drive the system unstable. To guarantee that

combinations of control surfaces will result in minimum phase

plants, the plant determinant must not have RHP zeros. The

determinant of P' is given by

P' P' - Pe P' (4.5-10) "
11 22 12 21

Factoring out the reconfigurable terms, the servo transfer

functions, and the square of plant poles, results in the

Alt-determinant being

det[ P'] : K(s+30.62)(s+89) (1- 11 )
.- plant poles ) 12 21

(4.5-11)
[ N(P (P2 ) - N(P )N(P2 ) ]

11 22 12 21

Where N(.) stands for the numerator of the transfer function

in question. Only the term [ N(P )N(P ) N(P )N(P )] can
11 22 12 21

contain non-minimum phase terms(assuming I- p p is minimum
12 21

pnase). This quantity expanded out with the A vector terms

and separate surface transfer functions (Appendix I) is:

(P P -P P )+ V(P P -P P )
11 24 14 21 11 25 15 21

+ A /A[ P -P P + P( P P -P P )]
2 1 12 24 14 22 12 25 15 22 -

(4.5-12)r
+ / [P P P P + (P P -PP )]

3 1 13 24 14 23 13 25 15 23
-.6. -
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where i& A/
5 4

The separate difference terms can be combined to simplify the

equation:

A +V B +A/A (A + B ) 
1 1 2 1 2 2

+ A/A ( A + @p B ) (4.5-13)
" 3 1 3 3

There are three unknowns in this expression: ip, A /A , and
21

A A . The nominal plant used to develop A is
3 1

FC2:No Failures. The f value is chosen to make as many of

the individual A , B pairs minimum phase as possible. Then
k k

the remaining A/A and A/A terms are picked to de-
2 1 3 1

emphasise any remaining non-minimum phase tendencies. The

vector chosen is:

T
j -W1 1 -0. 6 ]

This vector also results in minimum phase plants at the other

two flight conditions(no failures). Variations of individual

. terms t20% still resulted in minimum phase plants. In

addition the plants remained minimum phase for the following

failures at each flight condition:

a. Canards

b. Ailerons

c. Stabilators

d. Stabilators and Ailerons

e. Stabilators and Canards

Also at FC2 failure of the bottom vanes results in minimum

phase P'. Top reversing vane failure never results in a r

minimum phase plant. Other A vectors have been tried,
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h; ever the above B vector gave the most minimum phase

plants with failures out of all A tried. In other word,

that particular A results in the 'robustest' behavior. Even

with the plant being minimum phase the diagonal elements were

not dominant, signified by the determinant being negative.

For diagonal dominance the columns are swithched, and the

signs of the individual A terms changed to flip the sign of
i

the determinant. Physically this means that the role of

prinary control of the variables has changed. The aerodynamic

surfaces are now controlling velocity while the reversing

vanes are controlling AOA. This result is interesting since

it is opposite of what one would think is logical. The switch

seems to stem from forcing P' into minimum phase behavior to

use QFT(but not caused by QFT directly). Why this happens is

not clear; however, for small signals the approximation

should still be valid.

The A vector is now:

T
A = [ 1.0 -1.0 -1.0 -1.0 0.6]

The P' matrices used in loop design are in Appendix D along

with the equivalent Q matrices derived from them.

A moral to this story is that when dealing with a MIMO

QFT design problem the very first step taken should be to

find the range if weighting functions( A in this thesis)

that results in minimum phase plant matrices before even

thinking about division of control authority(or anything

else). Without this characteristic the problem becomes much

more difficult. If this had been done in this chapter several
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weeks of work, as well as ten pages of writing, could have

been spared. Had this fact been brought out at the beginning

of this effort, possibly a A vector could have been found

to enable control of the flight path angle.

IV.6 Loop Bound Design L

Since it is desired that only ADA commands should

command AOA, and likewise with velocity, the equivalent

closed-loop SISO structure is in Figure IV.6-1 Notice that

f and f have been set to zero to reflect this. To begin
12 21

the design of the loop transmissions, the designer must first

decide which loop to design first. Loop 1, the AOA channel,

has less uncertainty and smaller associated disturbance

rejection bounds(as determined by looking at both the size of

the plant templates and the area between tracking response

frequency bounds), thus it is designed first. This is an

empirical decision since the same steps are used to design

both loops; however, beginning with the loop having the

stricter tolerances leads to a design with smaller loop

bandwidth. Plant templates for both Q and Q are
11 22

drawn, and from this it is seen that Q has less area
11

enclosed by the contour for every frequency, thus this loop

is designed first.

The loop transmission L must satisfy all its
1

frequency bounds(derived from the plant uncertainty and

performance tolerances). Examining each FC:Failure case it is
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found that the transfer functions have the form:

K (LHP Zeros (4.6-)
(RHP Pole)(LHP Poles) (

4rr".':" where K is a positive constant. The plant template for i

Eq(4.6-1) is a line at low frequencies, becoming wider at

middle frequencies, and narrows to a line as W tends toward

infinity.

L 9z, CLa

" .9 2,

'.2.::

Fig.IV.6-1: Equivalent SISO Plants

In order to derive the frequency bounds for the

disturbance rejection, B (Jw), it is noted that the output
d

y is due to disturbance only since f is set to zero(a
21 12

change in AOA for a velocity input is not desired). The

output in this case is:

y = d Q /(I + L ) (4.6-2a)
12 11 1

= t Q /[Q (1 + L )] (4.6-2b)
22 11 12 1
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Assuming the worst case, i.e.,set t = b ,and also assume
22 22

that the response is less than or equal to b , the
12

disturbance rejection bound. Then

y 121= b2 2Q 1 /[Q 12 (1 + L1)] < 12 (4.6-3a)

rearranging

22 _< b 1 2b 1Q] (4.6-3b)

I1l+ ~ i b1 Q 2 2 11

Tnis iiiust be investigated for each flight condition and

failure case. Q and Q at each FC:Failure case are used to
11 12

find the most demanding bounds. The FC2:Stabilator Failed

case is chosen as the nominal plant. At low frequencies it is

normally located on the left side of the template, close to,

if not at, the bottom point of the template. Such a choice

makes it easier, from the author's experience, for design of

L by moving the loop bounds lower on the Nichol's chart.
1 - r

Using this equation and the inverted Nichol's chart, bounds

for L can be found. However, if the frequency response data
1

shows that L I >> 1, then the above-equation is simplified

to:

JLj > jo Ci /LIQJI (4.6-4)I 2 2 Q11 12 1.2 -

or

1 1 22 11o 12 12o (4.6-5)

wnere Q and Q correspond to the FC:Failure that causes
Iio 12o

tne worst bound. As long as L >>1 , the bounds for L are
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plotted directly on the Nichol's chart. When IL 1 1 the

inverted Nichol's chart is required . With the log-magnitude

measure( Lm(x) = 20*log(x) ), L must satisfy
1

Lm(L ) = Lm(b ) + Lm(Q ) - Lm(b ) - Lm(Q ) (4.6-6)
1 22 11 12 12

From the specifications, b = -10 dB, while b is found in
12 22

Figure IV.3-2 . The calculations show that I1 + L J is very
1

s,nall for even low frequencies. This implies that L is very
1

close to the -1 + jO point at tnose frequencies, well within

the +4 dB contour on the Nichols chart chosen as the

foroidden region. The reason that 1 + L lis so small is
1

that IQ 1 2 >IQ 1, which makes sense sinceP I> j Thus the
2 1 22 12

bounds on the first loop are determined by the output y
11

This output is composed of two parts: tracking, y and
lit

disturbance, y where
lid

y f Q g /(1 + L ) = f L /(1 + L ) (4.6-7)
lit ii ii 1 1 Ii 1 1

y = d Q ( + L ): b Q /[Q (I + L )] (4.6-8a)
lId 1iii 1 21 11 12 1

y y + y (4.6-8b)
11 lit lId

Tne naxiuiuai value for the disturoance is

1111= o Q I( Q L )I=Io/(QY) (4.6-9)Il I 1 ii 12 1 21 12 1'

for cases where l LI>>I. Withi QI 2 1>> I QII ]  b > I, and

LI larger than IQ lat every frequency(which should

be so sinfe L : g Q and realistic loops that provide
1 1 Ii

sensitivity reduction tend to be larger than the plants they
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contain), the disturbance output is very small when

compared to the command output within the passband of f and

can be ignored. At higher frequencies the disturbance may be

larger than the tracking since y may be smaller than y
lit lid

To meet specifications in this case L must stay out of

the forbidden region. This is done by translating the

templates around the forbidden region and noting the trace of

tne nominal plant. This defines a zone that L cannot
1

oe within at that frequency. In the tracking case with the

disturbance small, the bound for L satisfies the following
" 1

equation:

I ~'ax -'rmi < h- a (4.6-10)
max min - 1 1

where '' and V are the maximum and minimum closed loop
max min

magnitude line touched by the template respectively. Table

IV.6-1 contains the tracking bounds for loop one. The lower

bound is dropped in magnitude to ease the bounds on the first

loop; however, any simplifications here are made up by

wider Dandwidths of f and the second loop's compensation.
11

The plant tenplates for Q are in Figure IV.6-2 . The

no,inal plant is FC2:Canard Failed. Fron t e Nicnol's cnart.

they are transferred to a clear sneet of plastic and using

tie previously defined tracking oounds, the oouncs on L are
1

drawn and lie in Figure IV.6-3 . At low frequencies the bound

for wc .,dominates since it is well above the bound for

2 and w = 4. For high frequencies the bounds wrap around

• • .the forbidden region, satisfying both the tracking and
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Fig.IV.6-3: Loop One Bounds

For a stable system Nyquist states that the number of RHP

zeros must be equal to zero[13144] . The equation which

relates the number of these zeros to the nu~nber of onen loop

RHP poles and the number of encirciernents of the -1 point is:

Z IN +P (4.0-11)

wne r e

Z Nuumier of close-loop RHP zerosh
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FigIV.6-4: Polar Plot of Loop Transmission with
an Uns t able Tole that is Stable for Unity Feedback

N= Numoer of clockwise encirclements of the

-1 + jO point.

P = Numoer of RHP poles.

Since P = 1 the -1 point must be circled -1 times

(countercloclkwise) in order for Z = 0. Since g should

contain minimum phase terms it is of the form:

g = K ( LHP zerosY
1 ( LHP poles) (4.6-12)

If K > 0 then only the minimum phase transfer functions can

be used for a plant with one unstable pole and no RHP zeros.

If K < ( then the plants containing one RHP zero may be

staole, '"ut this implies that Q has a RHP zero which cannot -*
11

be used witn the form of QFT exploited in this thesis. This a>-

can be seen if a pole-zero plot of tne system is made(Figure

86
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D /.6-5). Usin., unity feedback and minimum pnase compensation

__ in the forward loop does not change the fact that a branch of

the root locus starts at the open-loop RHP pole and migrates

to the RHP zero as the gain is increased. The system is

unstable for all positive( and most negative ) gain. One of

the possible stable loop transmissons(-Figure IV.6-4) has

a starting point of -130 degrees at & =0 . Since one pole is

in the RHP, tnis means tnat this pole is included in L ,thus

giving tie -hIO degrees witnout any free integrations. Tnis i.-nplies ."

tfldt L is Type U, ana that some steady-state error to

couismanid inputs nas to be tolerated. Tne amount of steady

state error is dependent on the DC gain, the higher tne

aecter. But a nign DC gain also means that several poles

night have to oe added to drop L fast enough to just meet the

bound at ( = 1 to minimize the bandwidth. This results in

the forced addition of several zeros just to bring L

to the right of the forbidden region. An L with this shape
1

is of fairly high order in both the numerator and

jenoninator, leading to an aven ,nora co;iplex g . Al so the

3 ste1 is con i ion.o y s-a.ile a t 2 s , an; 3 lar3e jai•

c.ianje nay drive the systea. unstaole. On the other hand,an LI

i a I1.oar JC join can be useJ to redu ca t",e co;Ip i;xitj of,

sit1c 2 ,1 o jr.c jrrc o r s -. 3 ]cz.jr to .,eet tne ooun; 3t

WJ L , tlie szeaoy state error increases. Tne s,:ia* er JC

si i5 osen si ce Cne a,1ouit j,: stea- .' szta error ,inici

7.1

. - . . . .



co~npensdtor is ciieaper to build using analog elements, and

simpler to implement digitally.

Re

Fig.IV.b-5: Root Locus of Unstaole Plant

wnen designiny L it is noted that that Q includes an

unstable pole. Tnis must be included in L to avoid having an
1

unstable compensator. One method for doing this is as

follows. First L is broken down into two parts:

L L L C (.-4



TABLE IV.6-1

Original and Mudified Difference detween b and11- K,
a Tracxing Bounds

Frequency Ln{.iT(jj) } (dB)

(W (rad/s) Original Modified

1.0 0.3677 0.3677

2.0 1 .374 3.000

4.0 4.610 6.000

8.0 12.51 20.00

20.0 14.78 Go

40.0 20.39 0-

30.0 25.34

wne re

C( s) = (s + U.3d l)/(s U.3851) (4.6-15)

C(s) cuntdins tne unstaule pole. The zero could be placed

any~here, out placing it at the 'mirror' image of the

unstable pole is analytically convenient. This can be seen

from a frequency response plot of the above transfer function.

C(jw) shows a straight line undergoing a 180 degree phase

shift as (a---poo from -1800 to 00. This shifts L ' from 00

to -1800 at (C = 0 to give the shape of L required by the
10

Nyquist stability criterion. L ' is designed to start at 0

and satisfy the requirement that when it is multiplied by

C(s) an L is formed that satisfies all bounds. For the
I
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aounas in Filure P4.0-3 *an L tnat satisfies the DjunjS S.'.

L 5 1.15(1J j + -0.3o51) (4.6-16)
10 (s - U.361)(s + 0.2)(s + 20u)(s + 6tJO)

One can see h04v wel I. .neets its oounds oy examDining Figure
10

IV.6-6 .L is close to optimum at 1 rad/s and again at
10

20 rad/s, but far from the bounds at 2, 4, and 3 rad/s. To

bring it in any closer at tnese points requires a much more

complicated compensator which might not reduce the 3 dB

bandwidth much from its current 13 rad/s position, and only

gives slightly less high frequency response along with a

higher resonant peak around 2 radfs. Figure IV.6-7 is a Bode-

plot of L (phase suppressed). For this L the required
10 10

c ompensator g i s

-' 5
2 .23 7(1 j Hs+0.3d51)(s+0.6067+jJ.357iI

1 (s+J.2hs+2)(s6JUi(s+U.01Z4)

Figure IV.6-3 contains the frequency response of g ,and

snows that it looks like a lead-lag filter. Looking at a ro:*

locus of the system, the for high compensator gain values 'kre

* unstable open-loop pole migrates across the j axis to an

open-loop zero. This again illustrates why a non-mininum

phase zero cannot be used here. This zero is unaffected by

feedback, and under high gain conditions an open-loo;p pole

iijrates to that zero, raking the systei unstable.
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sThe frequency response of f is in Fijure IV.6-9 showing

its 3 JB bandwidth to be abiout 20 rad/s.

Even though g leads to the desired loop transfer
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FigIV,6-7: Log Magnitude of L Verses Frequency --%

tne compensator can be simfplified. A transfer function whi ch..

;Iinics the shape of g i s:.-'

n V

__ ..

. 9. 25 1J + 6(4.-6-19.

N is cu,iipensator leaus to d jreater bandwidth since it tends.-'.
to nve a ireater gain at each frequency tan the exact

compensator. A comparison of the two AOA channel compensators

is in Figure IV.6-10 4hen the simplified compensator is.

multiplied by the nominal plant and the loop closed, the

resulting bandwidth is 13 rad/s, higher as classical control _

theory predicts. The simpler compensation is used in the

simulation to keeo the order of th whol e syste at a minimu

to reduce simulation costs and computer loading.

3 2
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Loe One Comenstor

IV.7 Design of Second Loop Compensation

Once tne first loop is desiyned, the knowledge of tnat

first lood compensation is used to give ;-,ore exact(more

opti.;id1 in tne sense of niini~fizing Darnuwiatn) coiipensation

fur -ne secuoc 100dJL18j . Trie exact equations for t and t
12 11--

are subsituted into tne equations for t and t to give
21 22

t =f L I( + L ) 4. 7-1)

22 22 2e 2e

where

L =gQ

2e 2 22e

I ( + L )/1 +- L - y) (4. 7-2)
2 22 1 1

94



with "

.Y= Q Q /(Q Q ) (4.7-3)
11 22 12 21

The Q calculated using the first loop compensation are
22e

in Tables IV.7-1 thruugh IV.7-3 , differing by flight

condition. At low frequencies where L I 1 this is
-- Ze ,

dp" roxilidted Dy

t - f (4.7-4)
22 22

When L << I at higher frequencies the equation can be
i" 2e ,

represented by

t = f L (4.7-5)
22 22 2e

At frequencies in between, the simplifications are not valid

and the true relationships are used. The disturbance output

t is now given by:
21

t : f L /LQ (1 + L )(1 + L -V)] (4.7-6)
11 1 21 2e 1

Adain at (, sucn tldt L >> I, the response is

t : f /LQ (I + L ) (4.7-7)
21 11 21 2e

And at hi gn frequencies wnere 1i Y L t i s

t : f L /CQ (1 + L )(I -Y)] (4.7-8)

21 11 1 21 2e

95r
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TAt3LE I'1.7-l

Equivalent Q Plant Trinsfer Functions for
22-

Fl i pit Condition One

~Fdilures:

I ji .j s+ i.2u97tju.4')o1) s+i3.Z4 ) s+lou) (s+59.67)

Canard FailIed:

7/A. 3( s+J.3468±jJ.44J7) s+13.24) (s+1010)( s+53.23
(s-J.2846)(s+1 .5 4 6 )(s +2 0.16) (s+0.O1626tj3.2567)(s+160O:jl30.4)

Ailerons Failed:

304.3(s+0.3503±jO. 1303) >13.24) (s+130)(s+60.93) s+59.43)
(s+O. 0132±+jO.255')(s+9. 36. 15.3) (s+128±j8O.2)(s+1 .546) (s-9J.2245,)

S t a jiator Failed:

2 11) 7( s + 0 3 571j 0 4 40 1) s + 5 77) js +13. 24) s +1 s + 60 9 3

StaOildtur anJ Ailerons Failea:

4o.(+~j.3jl6bju.-i-I3)(s+6.407)ks+13 .24 )(s+ljO)

s +.~u3± 3 (s+1 .54i) (s-d.2o46)(s+32. 137

stdUilatur dnd Candra Failed:

39d.7(s+O.3316tjJ.5516)(+4.24j2.-2)(+13.24)(s+1u)

k s+O.dld3tju.257)(s41J;.ulj6.57) (s+120o!j95. )(5-d.2j4u)(s+I .546)
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TA3ULE IV.7-2

Equivalent Q Plant Transfer Functions for
22

F Iigjht Condition Two

No Fdilures:

Lanldru Failed:

05.1o s+O.7124.-jU.2019) S+29.9l.j19.0d)( s+180)( s+232.6

Ailerons Failed:

224.3(s+tJ.6696+jO.2279)(s+130) (s+23. 77) (s+45.11 (s+13. 24
(s4-Q.0147+jO.213) (s+20. 5+j2.38)(s+121+jl 0) (s-O.335)(S+1.)

Sta i lator Failed:

134.5(s+J.6121)(s+1. 153)(s4-7.723)(s+13.24)( s4130)( s+53.2'3,
(s±+J.014G+j3.216) (s+16.4±j7.94) (s+1l2+jl13 (s+1.93) (s -. 31n)

Sta~ilatojr and Aile~rons Failed:

73,.;s+u.634+jO.3Us3)(s+16. 33±j3.131)(s+1d30)(s+46.39)
ks+i.J14O+ju.z1d)(s+iO7+j169)(5+1.96) (S-O.3Jbjks+31.9)(S+33)

StaLoilator and Canadra Failea:

434. 1(s+.649u+jO.42o3)ks+d.uob1 s+13.24) (s+ldd)
(s+J.U1494+jO.2131) (S+114+jl~o) (s+1.979) (s-0.38:-))(s+19.Yd

o t t on Vanes Failed:

222.8(s+0.65607+jO.2722) (s+1'3O ) +33. 53) s+95.98)
Ts+J.31411+jO.21/J)(s+l15+ .jlbU.7) (S+43.56)(S+1.979)(S-0.33&1 )

* ... . .. . . . . .



TABLE IV.7-1

Equivalent Q Plant Transfer Functions for
22-

FIight Condition Three

No Fdilures:

411i.2(s+U.49U2,jl. 1O7)(s+1dU )(s+46-.U7) s+13. 24

Cdodru FdileJ:

2to3~s+d.45b~j1.156J (s+42.95+j23.58)( s+13.24)( s+180
(s+0.00321*j0. 109)(s+24.2*-j3.1o)(s+141-j129 )(s+2.6 9)(s-O.61

Ailerons Failed:

236. 7(s+0. 3589#-jl.069 (s+19.92i-j9.679) (s+58.96) (s+13.2,4

AW- ~~s+ .02 1 jjO . 19 9) (s+ 22. -j 15 .4s + 2.659(s+ 3 1. 9 (s +9 5 .7 (-346 1

Stabi lator Failed:

33.3.3(s+0.4463+jl .036) (s+33.55*-jl5.33) (s+13.24)(s+180)
(s +,). J32 I+jJ .109 ) ('S+Z4 .O~j4 . 4US+ I +j14 .4)s +Z. 69(s - U. 16 1

Std~ilator and Ailerons Failed:

-t.0- s2 t0. 13) (sl00+17.-2.)s1+j2 .b) (s4- 53 (s-94.61)

Stdbilator and Canard Failea:

o2. u7( s+U. 3vb1+j1. 219)(s+75. 21j s+1J. 24)
is+u.u0321+j0.109) (s+3.367) (s+e.o9)(s+36.b3) (s+3i.3)
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Equations 4.7-1 through 4.7-8 are used to find both the

tracking and disturbance bounds for the second loop. Notice

that t contains only one term due to tracking response. The

disturbance rejection has been "built in" by the time the

second loop is designed.

The dominant bounds for the second loop are due to

disturbance rejection at the low frequencies and tracking

response at high frequencies. This differs from the first -

loop wnere tile bounds are derived from tracking requirements

only. Aydin this is cue to t.le same reason, tne derivation of

Q from P' that madeIQ >I Q lalso madeJQ 2 > jQ21j" If
III221 IQ 11 I

IL >> 1 then t is given by
1 21

t = f /[Q (1 + L ) (4.7-9)
21 11 21 2e

which can be rearranged to tile form

1-/(1 + L) < b Q /f (4.7-10)
2e 21 21 11 Z.'

which for IL >> I is approximated as
2e

L > f b Q(4.7-11)
2e 11 21 21'

Fro,.i tnis point forvarj L is sioiply referred to as L .
Ze 2

Tne pidrit templates for Q are in Figure IV.7-1 . Notice
22e t

that the uncertainty is increased from the first loop(Figure

IV.6-5). As was done on the first loop, the lower tra cking

99
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Fig.IV.7-1: Q Templates
22eq

bound; is aecreased ait nijner frequencies to provide

uan,4yi ith r22d.,cti on. Tiis i s seen as dn increase in A Tjw)

qnicri tie Lt~i,) tes iust lot viol it-. Tne tracki nj response

cdfl )e rtesturcU Dy usioi, c.ie actual Doufld values when

des i gn in f T Tie o r yn d a na inua if ie d AT(jw) bounds
22

are listea in Table IV.7-4.

100
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TABLE IV.7-4

Modified Tracking Bounds for L Desljn
2

Frequency
(rad/sec) Exact aT(w) Modified a T(w)

1.0 2.7 3.0

2.0 4.8 5.0

4.0 6.1 10.0

6.0 15.0 20.0

20 1'

40 21

80 29 o-
4,.%

Figure IV.7-2 shows the bounds for both tracking and

disturbance rejection for loop two. Up to 20 rad/s disturbance .

rejection dominates, with the high frequency bounds determined

both by tracking and disturbance considerations. The UHFB is

a 26 dB vertical line. As before L contains an unstable root
2

and must start off at -180 degrees for stability. With the

nominal plant again FC2:Canard Failed, an L that satisfies
20

tne loop bounds witn miniinum bandwidth is:

L 2 2. 732(1 U )(s+0.3o51) s+25) (4.7-12)
2o (s+I)(s-0.3b51)(s+30 ks+ 900 )

L is shown in both the Nichol's chart in Figure IV.7-3 and
2o

the frequency response in Figure IV.7-4 . Again some

overdesign of L is evident since the bounds are not "just
2o

met" at each specific frequency. As before, this is done to

101
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litoit the complexity of L The closea loop )indwaidtn is
2o

I W-V..

21

so~fewnt grate tnn L t ~= 2 rids. '~ih tn noina
lo I

TunIMn C toitrFieter.u dlo

c~Iyesati nUis

1023

1 .1 . . . . .

* .Br

. * . .44



tilat the jain at UC is actually in tne nejative d3s, risinh

to a peak of 25 dB at w 1000 rad/sec. This value is too

high, indicating that the loop transmfissionl snould be

reshaped.

24 Lo

.4c

IM

-I2

-22

3 2

Fig.IV.7-3: Loop Trans,,iission L

Ajdia), if d slijintly eai.iier jjidwiatn can ze tolerated.

caii L~e sinipl ifiej.. A sinplifiea j tnat igiinics tne full1

orier j is:

2J.72(s+U.2)(s+0.4j (4. 7-14)
2 (s+ 2 - js + I T

103



A comparison between tiie full urder and sinplified j
2

Figure IV.7-6, shows the higher gain at some reyions that

leads to increased bandwidth, a price paid using the

L C TK TR 'SN:su.D,. L2

- , i • ' , 'i . .-1

*I j' I ! I ____....

• I i i i I ,i
". ,

: 1 i I i i t  l i ' -.I
! 1 ' 1 ri : . . .

? ' ' ' , I I : I i Iv -.

FCNL Y £,.EN ' ,RD/SEC272

approximnately 35 rad/sec.

From the tracking bounds for loop two, an f that

jives the desired frequency response is: 2

f 4 4/s + J . (4. 7-15)

lTne frequincy response if f is in Figure IV.7-l snowing a

aup roiaiutn if 5.7 rau/s.

134
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I V - Su~iflnry

Using QFT, compensators for controlling the F-15 STOL

aircraft AQA and velocity channels for three flight

conditions with six separate surface failure conditions have

been designed. Chapter V takes these control laws and

LOCP T 40 PREFT LTER. F22

Ii k L

Fig.IV.7-7: Frequency Response of Prefilter f
22

integrates them into a digital simulation of the aircraft to

check aircraft performance. Stability and

tracking/disturbance rejection are guaranteed by QFT to qeet

the specifications; however, internal variaoles, such as tne

sirfice deflectionis and rates, require checking to see if

tiley iidVe exceeded jpnysicdl bounos. Tnis is riot taken into

uccuunt in T-ne jesign since goinj beyond these oounds results

ini nun-lIinear systews , not amenaDle to frequency domain
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uesi n ectnni4je. To ii:,it effects froi, saturations of

internal elements, feedback pdt;ns drodno the saturati ng

elements are required. QFT has been extended to ndnd'le

feedback of internal variables, out tnat is beyond the thrust

of this thesis[24 ]. After the system is designed, it is

noticed that if L is shaped a bit differently then the gain

can be saved at both low and nigh frequencies. This in turn

reduces the closed-loop bandwidth. Unfortunately, this cannot

be included in this chapter due to printing deadlines;

no.ever, the improved loops and their compensation are in

Apdenoix H-

Tne original .lan to control the flignt path angle and 6,

v elocity in tne SrUL landing scenario had to be modified to

controlling the daigle of attdcK and velocity in order to yet

; ninimu., pnase plants. QFT can oe used in tne control of non-

,Iinimun phase plants, out restrictions placed on the

bandwidtn of the loop transmission maKe it impractical to

control the type of plant in this thesis containing both open

loop RHP poles and zeros. Just controlling AOA implies that

landing control is lost since the exact pitch angle is

unknown . Thus, this control scheme cannot be used to

effectively control landing since direct control of the

decent is lost; ho',ever, it can be used to insure stability

in tne event of control surface failires. Tiere is a chance,

',ot i. vestijated, tnat Dy expandinj deti P I vectors can be

founJ tnat force toe plant into minilumn phase furi.. This is

stateu a~in in Chdpter o.

6afore uesigning a ,,1,0 control schene using QFT one

1J7
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snoul d first furmi tile jeter'nindnt and jetrni ne tfle rdrvje if

wieigritings which result in Jniiiuu.i pilase plant --iatrices. Onl y

then ;nay QFT continue. The reversal of diagonal do.:inance

seen in t))e equivalent plants could be caused by forcinj the

plant to be minimum phase, and does not seem to result froim

QFT directly.

Restating, using QFT, compensators are found which

enables the system to meet the given performance tolerances.

Tniese higher order conipensators are approximnated by lower

order comipensators without sijnificant error. Loop

transiiJssion oaridwidths are 12 and 2G rad/sec for the AOA and

valocity cnainel, respectively. Since development of these

cu.aiellSdtors, resnaping of tne loop transmissions nave

s i n i fi cdii t y r e L ac ea t ne -,i a niit u de o f yand jas a
1 2

funcciun of frequency. These improved compensators are in

Appendix H.

1J.3
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V. Simulation Results

V.1 Introduction

This chapter presents the results of computer

simulations of the compensated aircraft under normal and

failure conditions. Nineteen separate cases over three flight

conditions are examined. The commanded outputs are evaluated

to see if performance tolerances are met. The control

surfaces are examined to see if any physical limits not

included in the controller synthesis have been exceeded, or

saturated. Using these results, the practical application of

tne controller to an aircraft is examined, and any possible

corrections or imiiprovements are suggested.

V.2 Computer Model

The aircraft is sionulated using the CAD package

MATRIX X[25]- This program allows the system as a whole to

be simulated in block form using transfer functions rather

than transforming the entire system into state space.

Individual control surface failures are simulated by removing

connections between the specific blocks. Appendix G goes into

further detail on the actual mechanics of the computer

si nulation.

Before simulation can occur the system must be modified

to reflecft the changes done during loop compensation design.

The origindl signal flow cnart for the control system is in

Figure V.2-1 Since the columns in P' are switched this
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grapn is no longer valid. The new system in Figure V.2-2

* .-. ,* reflects the changes accomplished to compensate the system.

The simulation uses the lower bandwidth compensators ,_

developed in Appendix H rather than the ones developed in

Chapter IV. The first computer runs are made without taking

into account surface rates or deflections. This is to verify

4

scc
-2":

- ,- 3"(::.Z

"( 
... .. ..
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*Fig.V.2-1: Signal Flow Graph of Original Plant

that the compensators designed using QFT did indeed force the

plant to meet the performance tolerances. After this MATRIX X

allows the desiyner to include saturations directly in tne

plant model. Botn surface rate and deflection •nits are

intruduced. The derodyfla..ic surfaces are Iiiiited to maximum

aeflections of t26 udgrees at rates up to 3d dy/sec. Of

pla t o ee th p rf r~anc t le an es.Af er th s M TRX11-)-

a................................turat........e.........ne......



course edcn type of surface fldS its own inuividudl lim~its,

out just one set of liiiiits for all surfaces is cnosen to

si-iipl ify the simiul atiun. Tne I ilts on tne vanes have a

faster deflection rate of 60 deg/sec, out since the vanes are

very non-linear over large deflections witiiin the range ofJ

their stops, their deflection is limited to t8 degrees even

though they can actually deflect much farther.

-. T. P6.

pa

-PI

T. SGA,

Fij.V.2-2: Modified Signal Flow Graph of Actual Plant
Siimulation



V.3 Simulation Results

Figures V.3-1a tnrough V.3-id show the simulation

results for all nineteen flight condition/failure

combinations. Step inputs for both velocity and angle of

attack are used. Figure V.3-1a is the AOA tracking response

to an inch deflection stick input. Without error, an inch of

stick deflection should result in a change of AOA by 3.5

degrees. QFT guarantees that the response is within the given

response tolerances. The figure shows that all the transient

parts of the responses except one lie within the bounds.

Possible cause for the response lying just outside is the

simplified compensators used. That response is underdamped

and corresponds to a plant on the upper right hand side of

tne plant tenplate. The simplified compensation raises the

frequency response of tne tracking output enougn to slightly

exceed tne upper tracking bound. The increased overshoot is

not very great, on the order of 2 percent, which should be

toleraole. Since the system is Type 0, some steady state

error is expected. The worst steady state tracking error is

about 7 percent. The Figures of Merit fo-- the AOA command
r

input are contained in Table V.3-1 and lie within the

specified ranges(see pages 64 and 68 for the ranges of

the Figures of Merit for the two channels) except for

FCl:Ailerons Failed case which shows the high overshoot noted

previously. The disturbance output on the velocity channel

for the step AOA command is in Figure V.3-1b. The largest

deviation is -1 ft/sec with a steady state value of -0.9

112................... . .....
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TAdLE V.3-1

Fiyures of ierit for AOA Comiiand witn Linear Is
. Simulation

FC:Failure t t M F Error I
r s p v

None 0.16 1.2 3.9 3.4 2.9

Canard 0.17 1.1 3.7 3.4 2.9
Ailerons 0.12 1.2 4.7 3.4 2.9

Stabilator 0.43 0.65 3.4 3.4 2.9
Stab/Ai1 0.56 0.90 3 .3 3. 3 5 .7
Stao/Can 0.52 0.95 3.4 3.4 2.9

S.o ne .4 6 0.7J 3.4 3.4 2.9
C d. 5r .Sa 1.1 3 .3 3.3 5 .7
Ailerons 0.c 0.75 3 .5 3.3 5. 7
Stdoilator u.4o J .7J 3.3 3.3 5.7
StdL)/ Ai J. 6 0).9u 3.3 3.3 5. 7
S a)/Can 0.42 .90 3.4 3.4 2.9
6ot. Vanes 0.41 0.90 3.4 3.4 2.9

3 None 0.32 0.90 3.4 3.4 2 . .
Canard 0.40 1.0 3.4 3.4 2. 9
Stabilator 0.40 0.90 3.4 3.4 2.9
Ailerons 0.17 1.1 3.7 3.4 2. 9
Stab/Ai1 0.45 0.75 3.3 3.3 2 .9
Stab/Can 0.70 0.73 3.3 3.3 2.9

" I 11 4 '
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This corresponds to a DC gain of 12 dB down from the tracking

response, within the -10 dB limit. This response is for the

nominal plant P which is on the bottom of the plant template0
for most frequencies, and for which the DC gain and open loop

bandwidth is at a minimum. Most of the plants exhibit much

smaller variations which indicates greater loop gain and

oandwiati ledaing to better disturoance rejection..

Tne tracking response for a velocity input is shown in

Figure V.3-1c. A +5 ft/sec velocity change is commanded. All

of tne responses are initially within the previously

described bounds, but at some time deviate since the steady

state error is non-zero. The worst error is again for the

nominal plant, FC2: Canard Failed with the lowest dc open-

loop gain. The responses show the first order characteristics

desired in the original specifications. Table V.3-2 contains

the velocity response Figures of Merit, showing that the

bounds are met for all cases. The AOA disturbance for the r.-.

step velocity-command is in Figure V.3-1d. The 'worst' curve

has a steady state value of 17 dB below the command input

well witnin tne tolerances. This indicates that the loop

trans;,ission is overoesiyned and can be decreased without

viul tin trne uistarbance tolerances.

As a checK of tne QFT design proceedure, the syste is

si.Tulatea for FC2:Canard, Ailerons Failed and FC3:Canard,

Ailerons Failed. Both of these plants nave non-minimum phase

Q and should be unstable under high forward gain and negative
i j

feedback. Figures V.3-2a-d do indeed show the projected

instability for both AOA and velocity step command inputs.
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TABLE V.3-2

." Figares of ',Ierit for Velocity Command Using Linear

S muimu1 a ti on

FC:Failures t (sec) t (sec) M F ; SSEr s p v L,_

1 None 2.4 4. 1 4.8 4.8 4
Canard 2.2 1.0 4.9 4.9 2
Stabilator 2.6 3.8 4.6 4.6 8
Aileron 3.0 4.6 4.6 4.6 8
Stab/Ai1 3.0 4.6 4. 5 4.5 10
Stab/Can 3.4 5.5 4.5 4.5 10

2 ,one 3.4 5.4 4.5 4.5 1U
Canard 3.6 o.4  4.4 4.5 12
Staoilator 3.1 4.6 4.6 4.6
Aileron 3.0 4 .5 4.6 4.6 ,
S6c /.i 3.z 4 . 4.0 4.6 ,
Stao/Can 3.3 4.8 4.5 4.5 10
bot.Vanes .1 4.5 4.6 4.6 3

3 None 2.4 4.1 4.6 4.3 4
Canard 3.5 5.6 4.6 4.6 a
Stabilator 3.6 5.4 4.7 4.7 6
Aileron 3.6 5.5 4.7 4.7 6
Stab/Ail 3.7 5.5 4.6 4.6 8
Stab/Can 3.7 5.6 4.6 4.6 8

---
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The system has acted as predicted by QFT(and classical

i . 4. control theory).

In summary, the linear sinulation snows that the control

system satisfies tne specifications over the range of

uicertdi y for wnicn the design is ,ade(is r oaust for the

_iven control surface failures at tne tnree flight

conoitions) This is guaranteed wnen QFT is applied

correctly. What is not shown are the control surface

deflections and rates. For a miore realistic simulation these 

must be included. This is done in the next section.

V.4 System Simulation With Non-Linearities Included

The previous section shows that the system meets the
~* '~ desired performance tolerances for a \uide variety of failure

conditions asumm ing d linear plant. What is not shown are tie.

internal variaoles of surface deflection and deflection rates

,dnicn nave definite limits. These internal variaules must oe

exa,,ineu to determinie wvhetner or not tne controller works 'in

tne real dorld'. To do tnis the limnits mentioned in Section

V.2 are included directly in the si;nulation. The figures in

this section contain plots of control surface ;iovegient. The

two surfaces shown are the canard and top reversing vane.

Given these responses, the response for the rest of the

surfaces can be calculated using the & vector. The other

surfaces deflect the amount of degrees indicated on the plot

times the A that premultiplies the particular surface. For

instance, the stabilator deflection is -i times the canarJ

iI.5
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deflection. The same procedure applies to calculate the

bottom vane deflection from the top vane plot, the top vane

deflection is multiplied by -0.6 . This is a bit misleading

since not all surfaces saturate at the same deflection. Thus

it gives the impression that all surfaces have saturated when

tnere is actually some control authority left. The

approximdtion is ..ade to simplify the computer simulation.

Fijures V.4-1a-d are graphs of the system response to a

3.5 degree AOA command. Figure V.4-1a is the AOA output and

sno-is that most of the responses do approach 3.5 degrees, but

a few, connected with single failure cases at each flight

condition, have significant steady state error. The case

FC2:Canard failed has the worst steady state error, over 20

percent. The reason these responses fail to meet the

s~ecifications coulJ steii from the control surfaces

satiratinj, failing to give the extra amount of control

reqairej to reach the desired value. Possibly simplifications 7r

.iaue adJin tne saturation blocks, or in other places in the

siiulation, uroppea tne loop transmission enough that with

tnese severe failures tne dc gain d-opped enough to increase

steady state error. The system is unstable for all double.

fil1ljre casesk,4nicn nakes sense since when all surfaces

s rate tnc lyst- ec.).2s essentially 'open-luop', and the

plant is open-loop unstable). This instability can be seen in

Figure V-.4-2 which plots the AOA output for the unstable

cases. For the rest of the cases the output is acceptable,

w;th the Figures of Merit in Table V.4-1. Single failure
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Fig.V.4-c: Velocity Response Fig.V.4-d: Vane Deflection
t 0A Step Input for A Step Input
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Fig.V.4-2: Unstable ADA Output for Step AOA input with
Plants Containing Double Surface Failures -

cases also increase the disturbance level, Note that in

Figure V.4-1c the velocity drops as much as 3.5 ft/sec, the

same amount as comnanaed(AOA), or 0 dB disturbance rejection.

This can De disasterous, especially at V , since
in i n

decelleration at tniat flignt condition causes a stall. The

rest of tne cases experience cnanges in velocity within tne -

lU ad tolerance. Figures V.4-1b and V.4-1d are the

deflections of the aerodynalic surfaces and thrust reversinj

vanes respectively. The surfaces 'hit the stops'(deflection

saturation) for only the severe douole failure conditions,

causing instability; however, other cases undergo rate

saturation. This rate saturation does not cause instability,

possibly due to the small magnitude of the unstable root
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TABLE V.4-i

Fijures of Merit for AOA Command Including Saturations

FC:Failure t (sec) t (sec) Ml (deg) F (deg) k SSE
r s p v

1: None U.26 0.15 3.7 3.4 3
Canards 0.19 0.70 4.0 3.3 6
Stabilator 0.25 0.75 3.6 3.4 3
Ailerons 0.75 1.2 3.1 3.1 11 .r-
Stab/Ail I----------- Unstable System -------------
Stab/Can ---------- Unstable System -------------

2: None 0.20 0.80 4.0 3.3 6
Canards 1.1 1.3 2.5 2.5 29
Stabilator 0.81 1.0 3 .2 3.2 9
Ailerons 0.37 0.95 3.4 3.1 11
Stao/Ail ---------- Unstable System -------------
Stab/Can ---------- Unstable System-------------
Bot.Vanes 1.0 1.6 3.0 3.0 14

3: None 0.25 u.75 4.0 3.4 3
Cdnards 0.30 1.3 3.3 3.3 6
Staoilatur 0.75 1.3 3.2 3.2 9
Ailerons 0.35 0.9 3.7 3.0 14
Stab/Al I---------- Unstable System ------------
StaD/Can ---------- Unstaole System-------------
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(around .3) allowing tne surface to deflect to the proper

position for countering the unstable moments before they 'get --

out of hand'. However, even though the surfaces do not

saturate for single failures in this simulation, the trim

position of the surfaces has not been accounted for. Thus

some uf the previously non-saturated cases may actually be in

saturation due to this. The reversing vines show the same

pattern of saturation, except they also saturate for

FC2:Bottom Vanes failed.

The response of the system to a 5 ft/sec step velocity

command is shown in Figures V.4-3a-d. The velocity response

response in Figure V.4-3a shows that the velocity follows the=

input with only a slight increase in steady-state error

except for the multiple failure cases. The Figures of Merit

for the velocity command are in Table V.4-2. Multiple

failures again cause instability. For some single failures

the final velocity value is significantly less than

desired. The loss of the control surfaces decreased the

control authority to the point where the desired output is

pnysically impussiole(For that particular configuration). In

Fiyure V.4-3c the disturbance rejection also stays below the

-10 dB level(less than 1.6 degrees in magnitude) for most

single failure cases and douole failures(for which it is

unstaole). In the worse staple case, FC3:Stabilator Canard

Failed, the 0 dB level is approacned with the angle of attacK

decreasing 5 degrees for a 5 ft/sec velocity conmand input.

Fro-m Fijures V.4-3c,d the surface deflections saturate

...
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TABLE V.4-2

Figures of Merit for Velocity Command with Saturations

FC:Failures t (sec) t (sec) M (deg) F (deg) %SSE
r s p v

1:Nune 2.5 4.2 4.8 4.8 4
C ania r ds 2.3 4.1 4.7 4. 7 6
Staoilator 2.3s 4.6 4.5 4.5 10
AilIerons 3.4 5.6 4.4 4.4 12
Stab/Ai----------------- Unstable System------------------
Stab/Can---------------- Unstable System------------------

2:N o ne 3.4 5.5 4.6 4.6
Canards 3 .7 5.4 4.4 4.4 12
Stabilator 3. 3 5 .3 4.3 4.3 14
Ail1erons 3.2 4.8 4.2 4.2 16
Stab/Ail---------------- Unstable System------------------
Stab/Can---------------- Unstable System------------------
Bot.Vanes 3.4 5.6 3.8 3.3 24 L.

3:None 3.0 4.6 4.9 4.9 2
Canards 3.6 5 .6 4.2 4.2 16
Stabilator 3.5 5.5 4.0 4.0 2J
Ailerons 4.0 5.9 3.4 3.4 32 U
Stab/Ai----------------- Unstable System------------------
Stab/Can---------------- Unstable System------------------

125



totally only for double failures. The vanes saturate for all

.- double surface failure conditions.

The simulations including saturation effects show that

the system remains stable and within performance tolerances

' for most single failure cases, but double failures lead to

severe saturation and instability that certainly keeps the

systein from meeting the specifications.

V.5 Suinar I

For a linear system, thie compensators developed using

"FT neet the performance tolerances for tne flight conditions

and surface failures which tiiey are designed for. This is not=

surprising since QFT guarantees the desired performance in

the linear (nonsaturated) case. When saturations of control

surfaces are included, the tolerances are met for the healthy

aircraft and most single control surface failures. Double

failures lead to instability due to the lack of available

control authority. QFT has been extended to include, and

co,npensate for, saturated elements in a SISO system, but has

not yet been extended to the MIMO case. In other words,

QFT provides a robust controller for this aircraft subjected

to surface failures and cnanginy flignt conditions.
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VI. Conclusions and Recommendations

VI.1 Discussion

This thesis has demonstrated the application of

Quantitative Feedback Theory in designing control laws for a

reconfigurable flight control system aircraft. Fixed

compensation provides robust control for three different

flignt conditions with numerous control surface failures. The

use of fixec compensation is important since it implies that

identification of failures and/or scheduling for change of

flight condition can be minimized, reducing identification

failures, false alarms, required memory, and time delay. This

compensation results from application of QFT(minimum phase

technique) to the linearized, small perturbation equations of

motion for an open-loop unstable aircraft(STOL F-15). The use

of QFT is simple and straightforward once the plants are

described pr-perly, i.e. non-minimum phase terms are

eliminated. In order to eliminate non-minimum phase terms

proper control surface weightings, derived from an equation

for the determinant of the plant, are used. QFT affords the

designer insights on how wide the loop bandwidth should be'

for various failures and disturoance rejection levels. QFT

etiaoles the designer to eliiinate those conditions which

cduse an unredlistically nigh loop bandwidth. Finally, QFT

does the'above from initial stages of the design

effort(rather than finding out it "doesn't work" at the end

of the design process).
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VI.2 Conclusions

1. Quantitative Feedback Theory provides robust control

for the complicated aircraft in this thesis. Fixed control

laws for both healthy and damaged aircraft are designed such

that performance is within the established tolerances using

linear model simulation.

2. The original idea of controlling the flight path

angle and velocity is modified to controlling the angle of

attack and the velocity. Tnis is due to the non-minimum phase

plants associated witn tne flight path angle which limit the

usefulness of QFT in this instance.

3. Control surfaces must be combined in such a fashion

that the resulting plant matrices are minimum phase. This

should be the first design step for problems having MIMO

plants that are open-loop unstable, or exhibit non-minimum

phase terms. Doing so ensures that the problem formulation is

one that QFT can 'handle' without using the more involved

"Singular G" ethod. Choosing the proper weightings requires

examination of the influence of the individual surface

weightings on the plant determinant. .

4. Comoination of surfaces using weighting factors

designed to drive the plant oinimium pnase tended to reduce

trie cuntrol surfdce influence on sone output variables and

increast tne effectiveness of others. in fact the L

effectiveness is reduced so inucti that the diagonal dominance

reverses. The necessary process of eliminating RHP zeros

appears to cause the reversal effect for this particular plant.

Previous theses have not noticed this effect, possibly for two
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reasons: one, the problems may be related to the particular

* -•plant, or two, the plants used in QFT theses up to this time

have been open-loop stable (except for one channel of Arnold

and Walkes use of Singular G on the X-29[LK;]) and the effect

only shows up for open-loop unstable plants. The opinion of

this thesis is that the particular plant data is to blame,

not the technique.

5. When control surface rates and deflection limits are

added to tne simulation the surfaces saturate only for the

dooble failure cases. Saturation in these cases leads to loss

of aircraft control. This does not take into account any trim

position the surface may oe at before the command, thus

saturation could occur for even lesser failure cases. In all

single failure cases the system remains stable; however, for

some instances the steady state tracking and disturbance

rejection tolerances are not reached. One possible

explaination of these effects could be the reduction of

control surface effectiveness resulting from the desire to

maintain minimum phase plants. Enough effectiveness seems to

be reduced so that under double surface failures the aircraft

does not have enough control authority left to remain stable -

while single surface failure reduces tracking response and

increases disturDance output.

o. Reversing vane failure can only oe tolerated at one

fiijnt condition, and that is only for tne oottom vanes. For

otner conditions non-,ninimu,n phase plants resulted. This
r

indicates that failure of these surfaces could cause
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instdoility. Anotner failure case(Canards,Ailerons Failed)

that QFT indicated ,4ould be unstable is checked and found

unstable. This provides a check of QFT's ability to forcast

cases it cannot compensate for.

7. Digitizing effects are not included in the loop

transmission design. As with all future aircraft the

STOL F-15 aircraft will have a digital flight control

system. The digitizing effects introduce effective lags(as

seen from the analog design), finite word lengtns, round-off .

errors, and maximun samplinj rates. When using analog design

proceedures for developing an eventual digital flight control

systeni tne designer night want to consider adding extra lead

to tne system to ensure stability wnen implimented. Dr.

Horowitz has recently extended QFT into the discrete

domainL26 j.

8. Loop compensation for both channels is high order,

being 6th over 7th order in one case and 10th over 11th in

the other. Approximate compensators with reduced order were

found that mimiced the frequency response of the full order

compensators. The full and reduced order compensators

designed included considerable overdesign. Compensator

designs with less bandwidth are included in Appendix H, and

are used in the simulation.

9. The design of compensators using QFT would be much

less tiae consu,ning if a computer aided design(CAD) package

is iyplemented. Witn sucn a program the design of

cumpensation for nigner oraer plants(fourth on up) will be

possiole witnin tne time allotted for a Masters Thesis. Doing
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so allows more "realistic" desin problems to be considered.

For example, the STOL landing proolem(as with any aircraft)

is actually a six degree-of-freedom problem. Using a CAD

package such thesis topics may become practical while using

QFT. Current AFIT efforts include such a package, and these

should be supported[ 27].

1.'

VI.3 Recommendations

1. The use of QFT to design robust reconfigurable flight

control systems should be continued. Future proolems should

atempt the design of compensation for systems of third and

riiner oroers, or as in this thesis, include more non-

conventional control surfaces. In particular, redesign of tne

L
STOL F-15 aircraft for control of flight path angle, side

velocity, forward velocity, and roll angle to provide

increased landing control would be an useful extension of QFT

design effort. Another extension of this thesis would be to

retain the 2 X 2 equivalent plant matrix, but include control

devices on the aircraft but omitted here such as flaps,

thrust vectoring vanes, and engine throttle. This plant might

also have more general frequency dependent a terms for

each surface, causing the surfaces to work together better

tnan simple gains terms can accomplish. Inclujing more

control surfaces has the possibility of reducing or

eIimiinating tne pro leins with non-minimu, phase plant

,atrices encountered in tnis thesis. Tnis in turn could allow
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the application of reconfiguraoility tneory in a greater

extent than done here. A signal flow chart of this system is

in Figure VI.3-1 The use of internal loops to decrease the

effects of saturation elements could also be investigated.

-

Co t o Syste of'-"o.-1

- o..-
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Non-linear simulation of future designs -using STOL F-15

models is available and should be used to validate the linear

designs in the vicinity of the appropriate flignt condition's

equilibrium point. This .will provide a much greater check of

the control system's rooustness.

2. When using QFT to design compensators for MIMO systems

cuntaininy unstaule poles and/or non-minimum phase zeros the

first design step should De to expand out the expression for

the plant determinant including the weignting terms. Then the

132
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range of weighting terms leading to minimun phase plants must

be established. Then working within this range concepts such

as "control authority" and "effective use of surfaces" can be

explored. Following this procedure could save the designer

time and effort wasted on impractical plant configurations.

3. Digitizing effects should be included in future QFT

flight control system designs using analog techniques. These

could be as simple as first order lags. Current analog

designs from QFT must be converted into difference equations

for implementation in modern flight control systems. The

sampling and processing delays within the flight control

systein snould oe included in the plant uncertainty to

guardntee staoility.

4. Future control systein designs shoulo also include at

least a siiple model of the most important part of the flight

control syste:lm, the numan pilot. Doing so will partially

account for another source of time lag and possible

instability.

5. A QFT CAD package should be implemented to provide . -

SISO compensation design and MIMO systemi reduction into

equivalent SISO plants. Doing so will result in a substantial

decrease in time required for compensation design, and will

allo the designer t contemplate more difficult problems.

b. Extension of QFT theory to the discrete domain for

direct design of digital compensators, rather than analog

design assumiiing fast-enough-sampling-rates, should be

investigateu. Future FCS dill be digital, thus the design

133
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iietnod snuula reflect This and design directly in the samipled

data domain. This could decrease problems encountered when

N implementing the control ldw design.

J6
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Appendix A

Flight Parameters and Aerodynamic Data Used to Obtain .

STOL Aircraft State Space Equations

The following taDles contain the aerodynamic data used

to •utain the state space equations for the STOL F-15.

Tne data is provided Dy McDonnell Douglas Corporation. This

data is preliminary, cursory, and experimental and should not

be looked at as representing any finished aircraft. The

stability derivatives are originally given in the aircraft

body axis, but are converted to the stability axis for FCS

design. Also some derivatives, especially those related to

control surface deflections, have units per degree and are

changed to a per radian measure. During simulation the output

is converted back into a per degree measure.

A-1



TABLE A-i

Aerodynamic Data for Flight Condition One

Non-Dimensional Body Axis Stability Derivatives(l/deg)

CZA = -0.0613756 CZD3 =-0.00036784
CZQ = 0.0 CZD4 =-0.00036784
CZH = -0.000026124 CZD5 =0.0016781
CZU = 0.011254 CZD6 =-0.0016781
CZD1= -0.001452119 CZD7 =0.0016781
CZD2= -0.00549256 CZD8 = -0.0016781

CMA =0.012469 CMD3 0.00096437
Ci4Q = -0.0983561 CMD4 = -0.0012491
CMH- = -0.0000346518 CMD5 = 0.0014572
CMU = -0.0115264 CMD6 = -0.0011263
CMIi= 0.0051492 CMD7 = 0.0014572
CM 02= -0.0098354 CMD8 = -0.0011263

CXA =0.0025614 CXD3 0.001395584
CXQ =0.0 CXD4 =0.001395584
CXII 0.00043821 CXO5 =-0.0045798
CXU =-0.173411 CXD6 = -0.0045798
CXD1= -0.00065298 CXD7 = -0.0045798
CXD2= -0.00099344 CXD8 -0.0045798

A-2
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TABLE A-2

Aerodynamic Data for Flight Condition Two

Non-Dimensional Body Axis Stability Derivatives(I/deg)

CZA = -0.07062331 CZD3 = -0.004384277
CZQ = 0.0 CZD4 = -0.004515593
CZH = -0.00001818665 CZD5 = 0.00135028
CZU = 0.006534185 CZD6 = -0.00135028
CZD1= -0.002571549 CZD7 = 0.00135028
CZD2= -0.009552322 CZD8 = -0.00135028

CMA : 0.009313564 CMD3 = 0.00112899
CfIQ = -0.169491 CMD4 = -0.00214211
CMH = -0.0000388546 CMD5 = 0.00129075
CMU = -0.0140683 CMD6 = -0.00137616
CMUI= 0.0052887 CMD7 = 0.00129075
CAD2= -0.0107546 CMD8 = -0.00137616

CXA = 0.00208763 CXD3 = 0.001365414
CXQ = 0.0 CX04 = 0.000946531
CXH = 0.000681123 CXD5 = -0.00340353

__CXU = -0.246589 CXD6 = -0.00340353
CXD1= -0.00153014 CXD7 = -0.00340353
CXD2= -0.002016566 CXD8 = -0.00340353

r
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TABLE A-3

Aerodynamic Data for Flight Condition Three

Non-Dimensional Body Axis Stability Derivatives(I/deg)

CZA = -0.07941805 CZD3 = -0.003408011
CZQ = 0.0 CZD4 = -0.003625448
CZH = -0.00006055214 CZD5 = 0.00196522
CZU = 0.013001412 CZD6 = -0.00196522
CZD1= -0.003086522 CZD7 = 0.00196522
CZD2= -J.010978221 CZD8 = -0.00196522

CMA = 0.004264454 CMD3 = -0.00362015
CMQ : -0.1564511 CMD4 = -0.00451965
CMII -0.000027818 CMO5 = 0.00103652
CMU = -0.0049774 CMD6 = -0.00115411
C,101= 0.0066521 CMD7 = 0.00103652
CM2= -0.0125467 CMO8 -0.00115411

CXA = -0.000956J4 CXD3 = 0.000578922
CXQ = 0.0 CX04 = 0.000354177
CXH = 0.000984122 CXD5 = -0.00201548
CXU = -0.193601 CXD6 = -0.00201548
CXD1= -0.000741196 CXD7 = -0.00201548
CXD2= -0.001530024 CXD8 = -0.00201548

---4

fr

A-4



- - . -...

2:2-

r-ooenldi>: E -.-

State Space Models

This appendix contain the state space models used to

derive the plant transfer functions. The three separate -

taoles represent these state space models for the three

fliqht conditions. The matrices are generated from

the aerodynamic data in Appendix A by the program

STOLCAT.FOR, a listing of which is in Appendix F. The state

vector x is:

v- J
q >

x = (B-1).--

with the output vector y set equal co x. The state equations

are of the form:

A t + Bu (B-2)

C CX (B-3)

The input vector u represents the control surface

deflections . The flight path angle y is:

i

= 0 - = -B-4)
4 3

B-i
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i
TPE'LE B-i

SU

State Soace Matrix Model for ~iaht

Ccria at i or~ Or~e

0.0102576 -50.3603 13.0236 -30. 7282

0.00184734 -0.862621 0.87244i 0.0
=

-0. 002003938 0. 354.~93 -0. 44665' -0. 0571142

0.0 1.0 0.0 0.0

-1.ABiSj 0. 1S04L~.6 1.44876 -9.43654 -9.43654

0.634746 -~.i7764 -'Z'.147179 0.79452 -0.504398

-0.027335 -0. 076538 -0.027436 0.38909 -. 38929:

0.0 iZI.0 0.0

L
0.2 0.0 0.0

21.0 . . ~* C.. LI I&. 2

2.2 . 0.2 .. -

B-2
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K ~ ~ ~ ~ ~ ~ AL B-2~ ~ - -r1

State Soace Matr-ix Mcce1 for liot

Cc-ridition.r Twoc

Z .017 2a -41.!0,37 2. 42,647 -31. 5i95

Z.-~6Z14 0. 58 7 15'.j 462 0. 0

-0. 00 .47934 0. 978867 -0. 627584 -0. 0327601

0. 1.0e 0. 0 0.0

-0. jD Z204-. 4t~~7 0 4J,64 0.J 301 -

A. 7.0 E.0 .0 .0Z3 a 0i0

-0 )-.7 0 "E . 0.,

Q1. 0 0, 0. .. Z,- .

B-3



TABLE R-3

State Soace Matrix ,ccei for Fiicht

C,:,rd it i', rf Three

-0. el 9336 -20. 5 7632 .31 . 130 -32. 1258

Z.'0011-17881 -1.3388 Z,45191 '.0

-Z. Z-0066242 0.997696 -0. 8328,34 -0. 00792024
_4..

-2. 2,3 2 -0. :5- 7 6 21; 0 599 -- 0.8721 -10. 87:1

. 7 6 -. 33717 - 2.66 0.7532 -0. 276

-0. 01E%306 -0. 0.35538 -0. 05833 0. 198920 -70 1;21

0.0 0. 0.0 0.0. .
. 0. 0.076 :f 0.87'i -0. 7i -

- ' 0.09558 -0. 1.1

0.0 00 0.
°000.0 I 0.. "

0

B-4
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Appendix C

Control Surface Transfer Functions

This appendix contains the individual control surface

deflection to response output transfer functions for the

state space models in Appendix B. The transfer functions are

calculated using the CAD package TOTAL[7]. The transfer

functions are arranged according to the output variable, with

the responses for a single output to all of the surfaces over

the three flight conditions arranged in a single table. The

output variables are the angle of attack a, pitch angle 0,

and the forward velocity v. These transfer functions do

not contdin the servo poles.

c-1



TABLE C-1

Control Surf ace Input to Velocity Output Transfer Functions

--- - - --- -

Flight Condition One:

v6= 1- 1.482 (s+0. 3051 t0. 4095) s-263)J1/ .8

v6= (0. 1804(s-e0.3733 ±jI2L4441) (s+321.3)J/$j.

v1 6 = (.449(s-'0.2980±ji.5369)(s+5.469)]/
a1

=/ E-9.496(s+0.2328±jW.4762) (s+4.979)J/
~tv

16= E-9.469(s+0.5715±j0. 1485) (s-2.415)J/

(. i (s+1.546) (s-0.2846) (s-'-.O1897±jW..2508)

Flight Condition Two:

vl -2.494(se-.5869±tjO.3159)(139)/02

v1 E-0.4419(s+0.7057±jO. 1866) (s-138.8)J/p
52

6/j E£514(s+0.646±j0.421S) .86)/p

a 2

V -10. 03(s+0.3976±tjQL5199) (s+3.887)J/ p

V1 (-10.03(s+026-161)(s+1.607)(s-1.837)]/-
by 2

p = (s+1.979)(s-0.3851) (s+0.01104±Iji.2081)

c-2



TABLE C-1 (continued)

Flight Condition Three:

V/ E -2.533(s+QL3177±ii.006) (s-e-7.2I0)]/
4, 3

:1: E-:.1588(s+0.4734±ji.l36)(s-364.'i)J/p

V/ ([1.216(s0.48) (s+202)(s 6±jW83 e9W
a3

..................................................
t. . .3*
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TABLE C-2

Pitch Angle Response to Control Surface Input Transfer Functions

* Flight Condition One:

016 EO.6347(s+I0.1374) (s+f.252:-7)]/
c

01 E-1.178(s+0.0S939)(s+0.40Z35)J/
S 1

(916 E-0.1472(s-i-.1011)(s+0.4798)J/
a

0/ =E.7946(s+0. 1556) (s+0.3015)]/
tv $ t-f

016 = E-0.5014(.s+0.03614)(s+.5 J2'9)J/

fi(s+1.546) (s-0.28346) (s+0.01B97±jO.2508)

* Flight Coindition Two:

0/ = EQS. 191(s+0.01344)(s+0.5'747)J/
c 2t

I 0/a = -1.4983(s-'-Q.006778)(s+0.6854)1/1

016 (-0.3101(s+0.01372-) (s+0~.7711)]/ .
a

0,/a [ 0.7506(s+0.0W4)(s+0.6b34- 1 / f
tv

1-0. 3822 (s-0. 02779) (s +0. 8 115) 1
by

(s 19 9 ( -. 171)s0 0 14 i.0 I
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TABLE C-2 (continued)

Flight Condition Three:

El. 6B0(s+0.04249)(S4-0.766-5)]/

c3

0/5 = -2.967(s--0.04023) (s+0.8865)]/,

a

01 EO.7524(s-.-.04993) (s+0.L8427) ]/
tv 3

b/ 6 C-0. 2738 (s+RL 0l1 SE (s-e1. 062)]

f=(s+2.686) (s-0.4608) (s+00206;j.1090)

C-



TABLE C-3

~~- ADA Response to Control Surf ace InpgjTIransf er Functions

Fliqht Condition One:

Of/ 6 E-0.2740(s+0.01895iO.2-564) (s-2 1.41)J/

- -0.7660(s+0.01834±jO.2571)(s+15.49)J/

CI -0.2744(s--0.01734±iO.2-'572-) (s+6.045)J/

a

(0. 3890(s+0.01799j.25.z4' ,1(s+2-,.80)J/p

tv1

a! -0.390(s+0.01900+,j0.2583)- (s+ 12. 61)J1/

=(s+1.546)(s-0.2846) (s+0AZ01897±j0.2-508)

Flight I'c.ndition Two:

= -0.2107(s+0.01501+jO.2-171' (s-7-7.2-6))/

cE-0. 6648 (s+O. 01 504tj0.21121) (s +23. 01) 1

Gi -0.3604(s+0.01434±:j0.2169) (s+9.444)J/p

- 0.3032(s4-Q.0137±jO.2177)(s+'25.68))/

tv 0

C-0.3032(s+0.01719+±j0.2195)(5-4-1.80)J/

j6 (s+1.979)(s-0.3851)(s-G.01I04tjO.2081)

C- 6



TABLE C-3 (continued)

Flight Condition Three: I
O=/ E-0..2830(s-'-.01037tjW. 14451) (s-64.66)J/

c 3

of/ 6  E -W.9554(s'-.01066±jO. 1445) (s--32.36)]/
s 03

/a E-0.5823(s+W.01W0±,'OjO.14B5) (s+16.23)J/p

a3

[0. 19839(s-0.QJ0731.iV. 1466) (s-439.48)J/

tv

(/ -0. 1969(s+0.01938±jO. 1485) (s+14.73)J/
by

p (s4-2.686) (s-0. 4606) (s+0.0032G06±j0. 1090)

r

C-7



APPENDIX D

Equivalent Reconfigurable MIMO Plant Matrices

and the Equivalent SISO Plant Matrices used in Designing I,-

the Aircraft FCS Compensation using QFT

In Chapter IV a set of P matrices are developed for three flight

conditions and various control surface failures. Then using reconfigurable

theory as discussed in Chapter III, the equivalent reconfigurable matrices P'

are formed. The P' matrices are then transformed into the equivalent SISO

system matrices q. Tables D-1 through D-18 contain the P' matrices, while

Tables D-19 through D-38 are the Q matrices used in FCS compensation design.-

In the tables:

1 = (S+1.546)(S-0.2846)(S+0.01897±J0.2508)(S+89)(S+30.62)

2 = (S+1.979)(S-0.3851)(S+0.01104±JO.2081)(S+89)(S+30.62) - -

- (S+2.686) (S-0.4608) (S+0.003206±JO. 1090) (S+89) (S+30.62)
3

D- 1
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TABLE D-1 .

Plant Matrix for FCI No Failures

28.87 (S+0.01826+JO.2567) -16.20 (S+0.01827±jo.2568) 1
(S+19.29)(S+31.74) (S+22.03)(S+35.87) "

-216.6 (S+0.3396J0.4492) 180.8 (S+0.3432+j0.4449)
(S+32.02±,j3.985) (S+32.33)(S+53.28) J

L J"

TABLE D-2

Plant Matrix for FCI Canard Failed

[-29.29 (S+0.01823±JO.2568) -17.03 (S+0.01817±JO.2569)

(S+16.64)(S+32.64) (S+15.24)(S+43.13)

A. -193.9 (S+0.3491±JO.4590) 134.4 (S+0.35931jO.4578)L,-(S+28.12±J8.148) (S+38.28±j12.30) .

TABLE D-3

Plant f1ntrix for FCi Ailerons Failed

?8.45 (F40.01828±10.2566) -11.36 (S+O.O1E3±li+.25f7)
(S420.59)(S+-0.79) (S<+77.94j4.E7P)

-- -L -194.5 (S+0.3414±J0.I'439) 134.5 (S+0.3450±jO.4371) I
(S+?9.17±j13.55) (S+41.24+jo.57)

D-2
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TABLE D-4

Plant Matrix for FCl StabIlator Failed

27.27 (s+o.01828±jO.2564) -13.89 (S+0.0183?±jO.2567)
(S+20. 31) (S+28.48) (S+25.04±j7.554)

P, =1I.1K
-213.9 (S+0.3192+0.4502) 174.3 (S+O.3114tiO.4423)

(S+14.46)(S+43.13) (S+14.25)(S+60.93)

TABLE D-5

Plant Matrix for FCI Stabilator and Aileron Failed

---- - --- --- ---- --- ---- --- ---- --- ---- - --- --- ---- --- ---- --- - --- --- -I -

28.12 (S+O.01825±jO.2567) -14.69 (S+0.01808±JO.2566)
(s+15.10)(S+33.54) (S.IA).29)(S+39.16)

-191.7 (S+o.3205±jO.4419) 129.9 (S+0.3124j.4250)

L(S+18.24)(S+35.08) (S+21.Ol)(S+47.60)

TABLE D-6

Plant Matrix for FC1 StbIlator and Canard Failed

28.12 (S.O.01822tijO.2563) -14.5S (S+fl.V1821tjO.2569)

(SH#6.87)(S-32.18) (S'-!5. 11)(s+25.91) 1F.-191.2 (8+0.3261±Jfl.4703) 12F.9 (S+O.310?±Jfl.4893)
(S+11.58)(S+39.59) (S+8.665)(S+?3.69)

D- 3
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TABLE D-1O

Plant Matrix for FC2 Stabilator Failed

44.75 (S+0.01466±JO.2181) -24.73 (S+0.01471±Jo.2182)

(S+20.34)(S+33.09) (S+19.60)(S+38.95)

- -374.3 (S+0.6577±JO.3211) 174.3 (S+0.6819±0.2773)
(S+23.16±j6.916) (S+29.91J 19.08)

TABLE D-11

Plant Matrix for FC2 Stabllator and Aileron Failed

43.50 (S+0.01462tj0.2181) -22.24 (S+0.01457tjO.2183) 1
(S+l8.22)(S+32.99) (S+13.77)(S+37.44) "

I -395.3 (S+0.6072±jO.3609) 301.3 (S+0.65975J0.3404) "
L (S+l1.48)fS+35.54) (S+12.70)(S+48.89)

TAB°E 1"-2
-

Plant matrix for FC2 Stabilator and Canard roiled

43.73 (S+0.01464,+10.2180) -^2.6n (S+n.Ci462+JO.2183)
(S+19.98)(S+32.09) (S+Ii.27)(S+35.49)

P' " I ."'
-380.3 (S+0.6199+|0.3E47) 1I8.9 (S+0.6275jl.396A)"

(S+10.06)(S+34.41) (9+9.553)(S+43.13)

D-5
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TAL D1

PlnharxfrF2 otmVnsFie
---- --- ---- --- --- ---- --- ---- - -- --- ---- --- ---- --- --- ---- --- --- I.-- - -.

r, I
-500.9 (S+0.6o73±iO.3696) 332.4 (S+0.647ltj0.3059)

3(S+12.75)(S+30.66) (S+29.54)(S+32.57)

TABLE D-14

Plant Matrix for FC3 No Failures

------------------------------------------
16.08 (S+0.00993±J0.1463) -10.92 (S+0.01024±J0.1463)

I (S+34.E9±j9.739) (S+40.60±.J12.82)

~. I-248.2 (S+0.3492±jI.1.02) 206.3 (S+0.36465J1.105)
3 (S+27.61+J4.906) (S+35.79)(S+46.07) J

TABLE D-15

Plant Mastrix for FC3 Canard Failed

F15.30 (S+0.00975±JO.1464) -9.352 (6+0.01003±jO.1467)

(S+?7.14)(S+27.72) (S+?6.S8)(S+47.160L 225.4 (S+C.3995±i1.148) 160.6 (S+fl.4341±jl.153)
(S+26.95tjlB.19) (S+4?.951.+i?C.54)---------------------------------------------------

D-6
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Plant~~~~~~. MarzfrFC tbltosFle

PII

TABLE D-17

Plant Matrix for FC3 SAlrora Failed

15.62 (S+0.00996±JO.1461) -9.19 (S+a.ooggg.tO.146o)

-20.8 (S.0.34675+jl.080) 119.4 (S+0.3892+jl.6)S1.5(+05)S1 .89)

TABLE D-18

Plan Matrix for FC3 alaos Aileon s Fa

F13 .19 (S.0.00991±jO.1459) -9.129 (-+0'.00293±0. 141)

-I(S+33.954ij127) (S+41.97+j20.87))

-232.3 (S+0.3482±jl.087) 169.4 (S+0.35±Jl.881)

(S+30.90)(13.2) (S+14.97127+5.6) f -

D-7
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TABLE D-19 A

Plant Matrix for FC3 Stabilator. Canards

15.05 (S+0.009646±io.1464) -8.863 (S+0.009785±10.1469)

(S+24.59)(S+38.87) (+1.0 S~.6

-211.9 (S+0.2125tjl.104) 133.5 (S+0.2892±jl.165)
3(+8.226)(S+34.16) (S+I1.29)(S+43.70)

D-8
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TABLE D-20

Q ?latrlx for FCI No Failures

180.8 (S+0.3432t±J0.4449) I62 (S4O.01827±tj0.2568)
(S.32.33)(S.53.28) (S.22.03)(S+35.87)

216.6 (S+0.3396tjO..49) 28.87 (S+0.0183±JLO.2567)t

L(S+31.06±j3.985) (S.19. 29) (S+31. 74)

134.4 (S+0.39±tjO.458)(S1.2 1S5.7.0) S0087j.59

I (S+0.3828± 12.3(0 .2S+8.4)463.)

TABLE D-21

0 Matrix for IStbatrd Faled

I174.3 (S+0.3593*jO.4423) 13.893 (S+0.01832.tjO.2569)I (S+1.328) (S6.3) (S+15.04)(Sj7 .s5 1
19. (5+0.341±J10.4502) 27.72 rS+0.0 18tj 0. 2568)

I~~~36 (S+012(+31)(+03)s2.8
L A- 1674 (+ 57 O 401g (S+17.59)(S+5.7)

(5156) (52846)

TBED-22

Q atixfo FI tailtos aie
---- --- ---------------------.-.------.-.-.-.---.-.-------------

I I

174.3.. . . . . . . . . . . .. . . . . . . .3. 8 (S. 08i o .25 .



"Y. 7

TABLE D-23 . .

Q Matrix for FC1 Aileron. Failed

F 135.4 (S+0.34591JO.37T3 15.-367S+0.01831tjO.2568)
(S+41.24IJ20.52) (S+27.94±j4.878)

194.5 (S+0.3414±JO.4439) 78.45 (S+0.01828±j0.2567)
L(S+29.17±J13.55) (S+20.59)(S+29.79) j

A-1732 (S+0.3503±10.4303)(S+18.01)(S+59.48)
U+1.54b)(S 0.2846)

TABLE D-24

0 Matrix for PC1 Stabilator Failed

14.3 (S*0.3114±JO.4423) 13.89 (S+0.01832±JO.2567)a -A(S+14.25)(S+60.93) (S+25.04±tJ7.554)

I I __

I2 13.9 (S+0.3192±tjO.4502) 27.72 (S+0.01828tjO.2567)
L (S+1e..46)(S.43.13) (S.20.31)(S+28.48)

A-1674 (S+0.3570±10.4401)(S+17.89)(S+58.77)
(SeI .546) (S-0.2846)

TABLE D-25

0 Matrix for FC1 Stabliato- . Ailerons Failed

129.9 (S+0.3124ijo.4250) 14.69 (S-0.01808ij0.2566)

(S+21.01)(S+47.60) (S+10.29)(S+39.16)

1 I7(+.2 -:O49
9. I 1~91.7 (S030±j.498.12 (S.0.01822!JO.2567)

L (S1824is3508 (S 1DS+33.54)

A-1673 (2 '.220 o±2 44)(S.16.55)(S.29.76)
TUIMT346TS-2846)

D-10
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TABLE D-26

Q Macrlx for PCI Canard Failed

1 1 *-- - -- - - - - - - -- - - - - - - -- - - - - - - -- - - - - - - -

128.9 (S+o.3192±JO.4893) 14.69 (S+o.01821±-JO.2567)
(S+8.669)(S+33.68) (S+15.11)(S+39.91)

I I
191.2 (S+0.3261±JO.4703) 2l9.12 (S+0.01825±JO.2567)

(Se-11.58)(S+39.59) (S+16.B7)(S+32.18)

A-1630 (S+O.3316±JO.5518)(S+5.407)(S+18.I0)
(5+1.546) (S-0.2846)

D-11



TABLE D-27 "-

i 0 Matrix for FC2 No Failures .

' ~2878 (S+0. 6564±J 0. 2920) (S+32.37) (S+40.39) 24.08 (S+0. 01474+J0.2181) (S+29.37-+j3.225)

-.- =-.

i, l,41.7(S+O.644±-JO.3225)(S+20.68)(S+30.71) 44.41(S+0.01467+j0.21B1)(S+23.23)(S+30.19) . 5.

i 1434 (S+0.6678+-40. 2590)(S 23-35) (S+30.45),i.

-- -s I .S+ q-979) (S0. 3.5) U _i'

TABLE D-28 /

0 Matrix for FC2 Canardsr-

1 11

"'-1.6(5+0.669.7+40239) 24.3(S+0.0147±JO.218)(S+29.")

"-(S-32.79±85 .5 ) ,-2e.4 ..19304.32(S+0.6837)J(0.371)2.0 4..47(S+..01462±JO.2)8-)2,

(S+2l . 82 (5+26.91±J6.349)

j~= 143(SS+0.6968±iO.2590)(S+23.35)(S+45.45)
(S.S-0.3891)S-013959)

TABLE D-29

0 arix fr FC2 aars Fa

FI _ _ _ _ _ _ _

31.3 (S+.6019 JO.367') 2.0 5 (S+0.0146 -j0.218 )"""

- A (S+11.7956) (S+216.41±j8.I89)

34.5 (S+0.6011±j.3676N 4388S+ .5 (R+0.1462J I8

(S+11.04) S+38.76) (5+18.22)

." (S+32.99)"o

A 1926 (S+n.6124)(S+l.153)(S+7.72 )(S+22.25-

(S-0 .385 ) (S+1.979)

rD 1

w° .

"-0.3(+06lhjl35 2.5-S0046±0.20

0"S1:f)(+69±639
°85(S0601jO376 35 Sfl046±O.11

..- L .' -1 J
(S".04(S.:.E) S+8-2

"" 32.,9



TABLE D-30

Q Matrix for FC2 Stabilator, Ailerons Failed

- -- --- - - -- - - - - - - -- - - - - - - -- - - - - - - -- - - - - - - -- - - - - - -[ 285 s+o.5975±JO.3404) 22.24 (S+0.01457±JO.283)
(S+12.7)(S+46.89) (S+13.77) (S+37.44)

153(S+0.6072tjO.3609) 43.50 (S+0.01462±JO.21B1)
(S+11.48)(S+35.54) (S+18.22)(S+32.99)

=2646 (S+0.5834±4").3083)(S+15.39±i3.131)
(S+1. 979) S-3831T

TABLE D-31

QMatrix'for FC2 Stabilator, Canard Failed_ _ _ _

225.0 (S+0.6275±JO.3960) 2E69 q(S+0.fl1462±J0.2182)

I(S+9.553)(S+43.13) (S+18.27)(S+35.49)

380.3 (S+0.6199±jC.3847) 43.73 (S+0.01494±JO.2181)

(S+10.06)(S+34.41) (S*19.98)(S+32.09)

1908 (S+0.649t±f.23(+.6)S2.5
;j~ . 7ljt;;jlil.61)S+2.25

TABLE D-I?

M ?atrix fcr FC2 Bottomi ".in.s Failed

332.4 (S+0.6471t±jO.059) 14.74 (S+0.01449±Jfl.2179)
(S+29.51.)(S+32.57) (S+35.9P)(S+39.86)

IN
50. IS067±O39)2.3(+.11±(.18

(S+12.75)(S+30.66) (S430.91I:j3.114)

615 (S+0.6567±J0.2744)(S.33.53)(S+95.98) -

D-13
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TABLE D-33

Q Matrix for FC3 No Failures

0_63 (S.O.3846ijI.10) 10.92 (S+0.01024±JO.1463)
I(S.35.79)(S+46.07) (S+43.60tj 12.82)

248-.2 (S+0.3492tjl.102) 16.08 (S+O.009934±J0.1463)
I(S+27.61±j4.906) (S+34.89tj9.739)

A-1210 (S+0.009478±10.146=212)(+04902211.107)(S.36.75±118 30)
(S+2.686) (S-0.4608 (+.003206±IJO. 1090)

2 TABLE D-34
Q Matrix for FC3 Canards Failed

---- --- --- 1 - - - - - - - - - - - - - - - - - -- - - - - - - - - - - - - -

F 1( ..6 (S+0.4341±jl.153) 9.352 (S+0.01003±jO.1467)
(S+42.95±j28.58) (S+26.88)(S+47.16)

225.4 (S+0.3995±jl.148) 15.30 (S+0.00975±jO.1464)
(S+26.95±J1B.19) (S.37.14)(S+27.72)

A-668.8 (S+0.009557±10.1462)(S.0.4561±I1.156)(S+29.30)(S.143)
(S-0.00320b6j 0. 1090) (S+2. 686) (S-0. 4608)

TABLE D-35

Q Matrix for FC3 Stabilator Failed

-- -- -- - -- -- - -- -- - -1-- - - - - - - - - - - - - - - - - - - - - - - - - - - - -

211.1 (SO0.3092tjl.066) 7.997 (S+0.0099Q5t1O.1460)
(S+I'..82)(S+58.96) (S+37.35±J)9.29)

250.6 (S+0.12675!±JI.060) 14.62' (S+0.009755±J0.1461)
(S-11.65)(S+40.53) (S+32.31tjl0.55) J

A-2052 (S.0.009488±10.I462)(S+0.35891i~:1.6S19.?96
(S+0.003Z06!:J0.1090)(S+2.68 6 )-.Z; 19929.79
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TABLE D-36

Q Matrix for FC3 Ailerons Failed

- 0.169.4 (S+0.3888i±j.088) 9.139 (S 0.01023-O.1461)-
(+38.55±JI1.33) (541.84'J20.87)I

2129.8 (54.0.3482tjl.087) 15.19 (S-+0.009911±J0.1461)"-

(S+25.67±j9.221) (S+33.85±J12.59)

"=946.3 (S+0.009471±1o.1462)(s 0.44681I 086)(S+34.39"J25.57)
" (S+0.003206,jO. 1090) (.+2.686) (s-0.4608)

TABLE D-37

Q Matrix for FC3 Stabilator,. Ailerons

, I :::
174.3 (S+0.2935±jl.011) 6.214 (S+0.009928tjO.1455)

(Se.14.81)(S.+52.64) (S+32.97t.27.80.

232.3 (S+0.2467"J1.017 13.73 (S0.009711±iO.1459)
(S+I0.90)(S+37.22) (S+30.99±J13.7.7)

- 1899 (S+0.009478±10.1464)(S-0.3422±iI.001)(S+16.61±111.13)
(S+0.003206±JO.1 090) (S+2.686) (S-0.4608)

TABLE D-38

Q Matrix for FC3 Stabitators. Canards

I I
133.5 (S+0.2S92±jl.165) 8.863 (S+0.009785tjO.I469)

(S+11.29) (S+43.70) (S+21.20)(S+48.56)

211.9 (S+-.2125tjj.104) 15.05 (S+0.009646±JO.1464)
(S+8.226)(S+34.16) (S+24.59)(S+38.87)

263.7 (S+0.009510±i0.1460)(S+0.3961-il.219)(S+15.24)(S+75.21)

(S.0.003206±jo.1090)(S+2.686) (S-O.4608)

D-15
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Appendix E

Upper and Lower Tracking Bounds for AOA and

Velocity Channels

Appendix E contains the calculated frequency responses

for the tracking bounds outlined in pages 60-69 of Chapter

IV. Table E-1 is the AOA upper tracking bound(T ), while
GU

Tdble E-2 is the lower tracking oound(Ta ). Tables E-3 and
L

E-4 are the upper and lower velocity oounds(Tu, TUL
UU

LL

respectively.

L.

.. "

E.-1.
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. I.

TABLE E-1

Upper Frequency Bound for -OA Channel T

W(RAD/SEC) DECIBELS DEGREES

0. 10.8854 0.
.100000E-01 10.8854 -. 286667E-01
.200000E-01 10.8855 -. 573336E-01
.300000E-01 10.8855 -. 860009E-01
.400000E-01 10.8855 -. 114669
.5000OOE-01 10.8856 -. 143338
.600000E-01 10.8857 -. 172007
.700000E-01 10.8858 -. 200678

.800000E-01 10.8659 -. 229351

.900000E-01 10.8860 -. 258025

.100000 10.8861 -. 286700

.200000 10.8881 -.573603

.700000 10.8915 -.860911

.400000 10.8962 -1.14883

.500000 10.9023 -1.43756

.600000 10.9097 -1.72730

.700000 10.9184 -2.01828

.800000 10.9285 -2.31068

.900000 10.9400 -2.60473

1.00000 10.9528 -2.90063
2.00000 11.1556 -6.01052
37.00000 11.4950 -9.56744
4.00000 11.9703 -13.8706
5.00000 12.5721 -19.3200
6.00000 13.2689 -26.4513
7.00000 13.9784 -35.9109

8.00000 14.5284 -48.2084

9.00000 14.6567 -63.0524

10.0000 14.1497 -78.7284

20.0000 1. 17.2 -133.185

30.0000 -6.1Z492 -134.329

40.0000 -10.6410 -130.767

50.0000 -13.8041 -126.703

60.0000 -16.1883 -122.963

70.0000 -18.0757 -119.709

80.0000 -19.6252 -116.926

90.0000 -20.93:7 -114.552

100.00--.063 -112.521

E-2
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TA1BLE E-4

Lower FreQuerMCV Bound for AO Channel TL

hW(RAD/SEC) DECIBELS DEGREES

.0. 10.8814 0.

* 100000E-01 10.8813 -212B13

.200000E-01 10.8812 -. 425623

.ZZ0000E-01 10.6611 -.6383430

.4000OOE-Oi 10.8809 -. 851232

.5000OOE-01 10.8806 -1.06403
* 6000OOE-01 10.6803 -1. 27681

.7000OOE-01 10.6799 -1.48956

BOOOOO0E-01 10-8794 -1.70235

.9000OOE-01 10.8789 -1.91509

.100000 10.6783 -2.12782

.200000 10.6692 .-4.25380

.300000 10.8540 -6.37610

.400000 10.8329 -8.49293

.500000 10.8058 -10.6025

.600000 10.7729 -12.7032

e..700000 10.7342 -14.7932
.800000 10.6899 -681

.900000 10.6402. -18.9352

1.00000 10.5851 -20.9843

;"00000 9.7B131 -40.4057

3. 00000 8.65155 -57.4954

4.00000 7.Z5993 -72.2553
5.00000 6.01007 -85.0303

6.00000 4.65594 -96.2076

7.00000 3.Z2246 -106.110

8.00000 2.01991 -114.981

9.00000 .75..756. -123.000

10.0000 -. 481476 -130.301
20.0000 -11.1086 -178.698

30.0000 -19.2908 -203.69e
40.0000 -25.7721 -218.434
50.0000 -31. 0726 -227.982
60.0000 -35.5304 -234.617
70.0000 -39.3655 -239.474
80.0000 -42.7248. -243.175

90.0000 -45.7106 -246.085

100.000 -48.3:959 -248. 4--0

E- 3



bK
TABLE E-7

Upper Fr-equency Bound for Velocity Channel T..

W(RAD)/SEC). DECIBELS DEGREES

0. 13.9794 0.
.100000E-01 13.9790 -. 572939
.20000E-01 1l.9777 -1.14576
.0000E-01 13.9755 -1.71836
.4000O0E-01 13.9725 -2.29061
.500000E-01 13.9686 -2.86241
.600000E-01 13.9638 -3.43363
.700000E-01 13.9582 -4.00417
.800000E-01 13.9517 -4.57392
.900000E-01 13.9444 -5.14276
.100000E+00 13.9362 -5.71059

.100000 13.9362 -5.71059

.200000 13.8091 -11.3099

.300000 13.6051 -16.6992

.400000 13.3348 --2b8014

.500000 13.0103 -26.5651

.600000 12.6440 -30.9638

.700000 12.2475 -34.9920

.800000 11.s310 -38.6598

.900000 11.4026 -41.9872
1.00000 10.9691 -45.0000

1.00000 10.9691 -45.0000
2.00000 6.98970 -63.4349
3.00000 3.97940 -71.5651
4.00000 1.67491 -75.9638"-
5.00000 -. 170333 -78.6901 "
6.00000 -1.70;62 -80.5377
7. 00000 3j0100 -81.8699
8.00000 -4.14973 -82.8750
9.00000 -5.15874 -8.b598
10.4)000 -6.0681s -84.2894

10.0000 -6.06381 -84.2894
20.000 -12.0520 -87.1376

0.000 -15.5678 -88.0908
40.0000 -18.0645 -88.5679
50.0000 -20.0017 -88.8542,"
60. 000 -21.5848 -89.0452
70.0000 -22.9274 -89.1815
00.0000 -24.0831 -89.288
P(J. 10000 -2 . i0 00 --89. 3634
1 00. 00 --2a. 02 ,, -89. 1271

E- 4
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TABLE E-4

Lower Frequency Bound for Velocity Channel T

W(RAD/SEC) DECIBELS DEGREES

0. 13.9794 0.
.100000E-01 13.9782 -1.02360
.200000E-01 13.9746 -2.04666
.300000E-01 13.9685 -3.06967
-400000E-01 13.9601 -4.08909
.500000E-01 13.9492 -5.10741
.600000E-01 13.9360 -6.12312
.700000E-01 13.9205 -7.13570
.800000E-01 13.9026 -8.14467
.900000E-01 13.8824 -9.14955
100000E+00 13.8600 -10. 1499

.100000 13.8600 -10.1499

.200000 13.5200 -19.8099

.300000 13.0062 -28.6272

.400000 12. 3752 -36.4390

.500000 11.6778 -43.2409

.600000 10.9529 -49.1211

.700000 10.2262 -34.2050

.800000 9.51361 -58.6207

.900000 8.2412 -62.4839
1.00000 8.16209 -65.8926

1.00000 8. 16209 -65.8926
2.00000 2.97028 -86.9013
3.00000 -. 560205 -98.8229
4.00000 -3.26769 -107.845
5.00000 -5.51138 -115.433-
6.00000 -7.46130 -122.096
7.00000 -9.20749 -128.063
8.00000 -10.8020 -133.461
9.00000 -12.2770 -138.377
10.0000 -13. 6538 -142.876
10.0000 -13. 6538 -142.876
20.0000 -24. 1164 -173.518
30.0000 -31. 3371 -191 383
40.0000 -36. 9527 -.-740Z 764
50.0000 -41. 5976 1,003
60.0000 -45. 5769 U • 159
70.0000 -49.0625 -25.841
80.0000 -52. 1633 -2.0. 440
90.0000 -54.9544 4. 223
100.000 -57.4906 2-7.381 

E-5
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Appendix F

Computer Aided Design(CAD) Package STOLCAT

STOLCAT, written by the author and Captain Greg L

,Mandt(AFWAL/FIGX) takes body axis aerodynamic data and

transforms it into lateral and longitudinal state space

aircraft equations of motion in the stability axis. The form L
of these equations is in Appendix B. This thesis uses only

the longitudinal equations, but provides the lateral

equations for other Air Force Institute of Technology

students working with the same aircraft in their thesis. The

stability axis is chosen as the output axis to make the other

student's analysis simpler. The choice has little effect on

this thesis since design is limited to the longitudinal mode.

The program is in FORTRAN 77, and set up to run interactive,

rather than batch.

F-i

.........................................................................
...................................................................................

...................................................................
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PRGA STOL. .

* 'a.

C DELAREVARIBLE YPE

C

REAL ALPHA,,S,C,B,U,DTHETA,W,BIXX,BIYY,BIZZ,
IBIXZ, DALPHA, OAR, VT,
2CZA, CZQ, CZU, CZDI, CZD2, CZD3, CZD4, CZD5, CDZ6, CDZ7, CZDS,
3CXA, CXQ, CXU, CXD1, CXD2, CXD3, CXD4, CXD5, CXDS, CXD7, CXDB,
4CMA, CMO, CMU, CMD1, CMD2, CMD3, CMD4, CMD5, CMD6, CMD7, CMDS,
5Zl, ZA, ZH, ZO,ZU, ZD1, ZD2, ZD3, Z04, ZD5,ZD6, ZD7, ZOS,
6XA, XH, XQ,XU, XDI, XD2, XD3, XD4, XD5, XD6, XD7, XDS,
7M1, MA, MH, M0,MU, MDl,MD2, MD3, MD4, M5, MOS, MD7, MDS

REAL CNB, CYB, CL, L, N
DIMENSION AMAT(4,4),BMAT(4,S)
DIMENSION DIRMAT(5,5),DIRSMAT(5,9)
CHARACTER*3 KEY, KEYI, DATAI, DATAP, DATA3, RUN
CHARACTER*l STAB1, STAB2

C
C INITIAL DATA VALUES FOR PROGRAM CHECK
C

DATA 0 /48.1/,S /608./, C /15.94/, B /42.7/, U /201./
DATA DTHETA /11.8030/, DALPHA /11.8030/,W /33576.14/
DATA BIXX /23644./,BZYY /181847./,BIZZ /199674./,BXXZ 1-3086.1
DATA CZA /-7.84976E-2/, CXA /1.5095276E-3/, CMA /9.57411SE-3/
D~ATA CZQ /@./, CXQ /0./, CM0 /-. 16951603/
DATA CZU /-1.06,5.1597/, CXU /-6.1932E-3/, CMU /6.3934289E-2/
DATA CZH /-1.676463E-4/, CXH /6.662777E-4/, CMN /1.76622E-4/
DATA CZDI /-2.63634E-3/, CXOI /-1.552420E-3/, CMDI /5.57696E-3/
DATA CZD2 /-S.31511E-3/, CXD2 /-2.749671E-4/, CMD2 /-1.02066E-2/
DATA CZD3 /-5.59102E-3/, CXD3 /1.157373E-3/, CMD3 /8.52107E-4/
DATA CZD4 /-4.50843E-3/, CXD4 /9.4211093E-4/, CMD4 /-2.1111BE-3/
DATA CZD5 /1.896-'49E-3/, CXD5 /-3.120989E-3/, CMOS /2.55459E-3/
DATA CZD)6 /-7.422954E-4/, CXD6 I-3.59565SE-3/, CMD6 /-1.30123E-3/
DATA CZD7 /1.8'96349E-3/, CXD7 /-3. 120989E-3/, CMD7 /2.55459E-3/
DATA CZD8 /-7.422954E-4/, CXDB /-3.595658E-3/, CMDS /-1.30123E-3/
DATA CLB /-2.9739333E-3/, CNB /-5.5065055E-4/, CYB /-1.637941E-2/
DATA CLP /-5.740524E-3/, CNP /-2.3099719E-3/, CYP / 0.000000000/
DATA CLR / 3.90234SE-3/, CNR /-9.6998151E-3/, CYR / 0.000000000/
DATA CLDI/1.0017E-4/, CND1/-1.3256E-3/, CYD1/3.0606E-3/
DATA CLO2/-1. 14999~E-4/, CND2/5. 1323E-4/, CYD2/1.3139E-3/ -

DATA CLD3/8.5104E-4/, CND3/4.4837E-4/, CYD3/-1.0622E-3/
DATA CLD4/7. Z-84E-4/, CND4/7. GIZOE-5/, CYD4/-1. 5235E-4/
DATA CLD5/6.9959E-4/, CND5/0.00/, CYD/000/
DATA CLD6/9. 6816E-5/, CNDS/1. 5934E-4/, CYD6/0. 0/
DATA CLD7/-3.7897E-5/, CND7/1.8357E-4', CYD7/0.0/
DATA CLD8/-9. &B1EE-5/, CNDS/-1. 5934E-4/, CYDa/ia. /
DATA CLDS/3. 78'37E-5/, CND9/-1. B357E-4/, CYD9/0. 0/
DPR - 57. 2957795

C
0 SCREEN INFO PACKAGE

WRITE(*, 5)
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WRITE(*, 10)

10 FORMAT(IX,'*** STABILITY DERIVATIVE TRANSFORMATION PROGRAM ***,) r _
WRITE(*, 20)

20 FORMAT( 1 X, '******************** ***************************'
WRITE(*, 100)

100 FORMAT(IX,'ENTER BODY AXIS (NON-DIMENSIONALIZED) COEFFICIENTS ')

WRITE(*, 101)
101 FORMAT(1X,'FOR TRANSFORMATION TO DIMENSIONALIZED BODY AXIS')

WRITE(*, 102)
102 FORMAT(IX,'AND TO GENERATE STATE AND INPUT MATRICES.')

WRITE(*, 41)
41 FORMAT(lX,'NOTE: ALL COEFFICIENTS ARE REQUESTED WHEN COMPUTING')
103 CONTINUE

WRITE(*, 30)
30 FORMAT (I1X, '***********************************************')

WRITE(*, 106)
106 FORMAT(IX,'TO TRANSFORM ONLY LONGITUDINAL DATA - TYPE LONG')

WRITE (*, 107)
107 FORMAT(1X,'TO TRANSFORM ONLY LATERAL-DIRECTIONAL DATA - TYPE LAT')

WRITE(*, 108)
108 FORMAT(IX,'TO TRANSFORM BOTH LONG AND LAT-DIR DATA - TYPE BOTH')

WRITE(*, 111)
111 FORMAT(lX,'KEYWORD , )

READ(*, 109) KEY
109 FORMAT(A3)

IF(KEY .EQ. 'LAT') GO TO 104
IF(KEY .EQ. 'LON') GO TO 104
IF(KEY .EQ. 'BOT') GO TO 104
IF(KEY .EQ. '6AM') 60 TO 596
GO TO 103

C
C INPUT DATA
C

104 CONTINUE
WRITE (*, 500)

500 FORMAT(IX, • **.****.**.***** *E*****************************' ).

WRITE(*, 510)
510 FORMAT(lX,'O (DYNAMIC PRESSURE - LBS/FT**2) 1)

READ(*,*) 0
WRITE (*, 520)

520 FORMAT(1X,'S (WING REFERENCE AREA -FT**2) 1)
READ(*,*) S
WRITE (*, 530)

530 FORMAT(1X,'C (WING MEAN AERODYNAMIC CORD - FT) =)

READ(*,*) C
WRITE(*, 540)

540 FORMAT(lX,'B (WING SPAN - FT) 1)
READ(*,*) B
WRITE(*, 550)

550 FORMAT(IX,'VT (TRIM VELOCITY - FT/SEC) =)

READ (*,*) U
VT=U
WRITE(*, 560)

560 FORMAT(IX,'THETA (PITCH ANGLE - DEGS) =)
READ(*,*) DTHETA
WRITE(*, 570)

570 FORMAT(IX,'W (WEIGHT - LBS) )-
READ(*,*) W
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A PROGRAM STOLCAT

C

C DECLARE VARIABLE TYPES
C

REAL ALPHA,Q,S,C, B,U,DTHETA,W,BIXX,B!YY,BIZZq
IBIXZ, DALPHA, DPR,VT,
2CZA, CZG, CZU, CZDI, CZD2, CZD3, CZD4, CZD5, CDZ6, CDZ7, CZDS,
3CXA, CXO, CXU, CXDI, CXD2, CXD3, CXD4, CXDS, CXD6, CXD7, CXDG,
4CMA, CN2, CMU, CND1, CMD2, CMD3, CMD4, CMD5, CMD6, CMD7, CMDS,
5Z1, ZA, ZH, ZO,ZU, ZDI, ZD2, ZD3, ZD4, ZD5, ZD6, ZD7, ZD8,
6XA, XN, XQ,XU, XDI, XD2, XD3, XD4, XD5, XD6, XD7, XDS,
7N1, NA, NH,NO, MU, ND1, MD2, ND3, MD4,ND5, MD6, ND7, NO

REAL CNB, CYB, CL, L, N
DIMENSION AMAT(4,4),BMAT(4,S)V
DIMENSION DIRMAT(5, 5) ,DIRBMAT(5, SJ
CHARACTER*3 KEY, KEY!, DATAI, DATA2, DATA3, RUN
CHARACTER*l STABI, STA82

C
C INITIAL DATA VALUES FOR PROGRAM CHECK
C

DATA 0 /48.1/,S /608./, C /15.94/, B /42.7/, U /201./
DATA DTHETA /11.8030/, DALPHA /11.8030/,W /33576.14/
DATA BIXX /23644.I,BIYY /1S1847./,BIZZ /199674./,BIXZ /-3086./
DATA CZA /-7.84976E-2/, CXA /1.509527SE-3/, CMA /9.57411SE-3/
DATA CZQ2 /0./, CXO /0./, CM0 /-. 16951603/
DATA CZU /-1.0E.551597/, CXU /-6.1932E-3/, CMU /6.394289E-2/
DATA CZH /-1.676463E-4/, CXH /6.662777E-4/, CNN /1.76622E-4/
DATA CZDl /-2.63634E-3/, CXbl /-1.55242ME-31, CMDI /5.57696E-3/
DATA CZD2 /-8.31511E-3/, CX02 /-2.749671E-4/, CND2 /-1.020O&6E-2/
DATA CZD3 /-5.55!0EE-3/, CXZ3 /1.157373E-3/, CND3 /8.52107E-4/
DATA CZD4 /-4.50843E-3/, CXD4 /9.4211093E-4/, CMD4 /-2.1111SE-3/
DATA CZD5 /1.8B6349E-3/, CXD5 /-3.120989E-3/, CMD5 /2.55459E-3/
DATA CZD6 /-7.422954E-4/, CXD6 /-3.595656E-3/, CMD6 /-1.30123E-3/
DATA CZD7 /1.896349E-3/, CXD7 /-3.la0985E-3/, CMD7 /2.55459E-3/
DATA CZD8 /-7.422954E-4/, CXD8 /-3.59565SE-3/, CMD8 /-1.30123E-3/
DATA CLB /-2.973933E-3/, CNB /-5.506505E-./, CYB /-1.637941E-2/
DATA CLP /-5.740524E-3/, CNP /-2.3099719E-3/, CYP / 0.00000000/
DATA CLR / 3.90234SE-3/, CNR /-9.6998151E-3/, CYR / 0.000000000/
DATA CLDI/1.0017E-4/, CND1/-1.3256E-3/, CYOI/3.0606E-3/
DATA CLD2/-I. 14555E-4/, CNDE/5. 1323E-4/, CYD2/1. 313'3E-3/
DATA CLD3/8. 510Z4E-4/, CND3/4. 4837E-4/, CYD3/-1. 262.2E-3/
DATA CLD4/7.5284E-4/, CND4/7.613BE-5/, CYD4/ 1.5.235E-4/
DATA CLDS/6.9959E-4/, CND5/0.00/, CYD5/'0.00/
DATA CLD6/S. 6816E-5/, CND6/1. 5934E-4/, CYDS/0. 0/
DATA CLD7/-3.7857E-5/, CND7/1.8357E-4/, CYD7/0.0/
DATA CLDS/-9.6816E-5/, CNDB/-1.5934E-4/, CVDB8/0.0/
DATA CLD9/3. 7897E-5/, CND9/-1. 8357E-4/, CYD9/0. 0/
OAR -57.295775

5C SCREEN INFO PACKAGE
C

WRITE(*, 5)
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WRZTE(*, 10)
10 FORMAT(IX,'*** STABILITY DERIVATIVE TRANSFORMATION PROGRAM ***')

WRITE (*, 20)
20 FORMAT (i1X, * *************************************************

WRITE(*, 100)
100 FORMAT(IX,'ENTER BODY AXIS (NON-DIMENSIONALIZED) COEFFICIENTS 1)

WRITE(*,101)"'-
101 FORMAT(1X,'FOR TRANSFORMATION TO DIMENSIONALIZED BODY AXIS')

WRITE (*, 102)
102 FORMAT(1X,'AND TO GENERATE STATE AND INPUT MATRICES.')

WRITE(*, 41)
41 FORMAT(IX,'NOTE: ALL COEFFICIENTS ARE REQUESTED WHEN COMPUTING')
103 CONTINUE

WRITE (*, 30)
36 FORMAT (1 X, ' *.************************************************) ,,I .

WRITE(*, 106) J "

106 FORMAT(IX,'TO TRANSFORM ONLY LONGITUDINAL DATA - TYPE LONG')
WRITE(*, 107)

107 FORMAT(1X,'TO TRANSFORM ONLY LATERAL-DIRECTIONAL DATA - TYPE LAT')
WRITE (*, 168)

168 FORMAT(IX, 'TO TRANSFORM BOTH LONG AND LAT-DIR DATA - TYPE BOTH')
WRITE(*, 111)

111 FORMAT(IX,'KEYWORD , )

READ(*, 109) KEY
169 FORMAT(A3)

IF(KEY .EQ. 'LATi) GO TO 104

IF(KEY .EQ. 'LON') GO TO 104
IF(KEY .EQ. 'BOT') GO TO 104
IF(KEY EQ. 'GAM') GO TO 596 e
GO TO 103

C
C INPUT DATA
C

104 CONTINUE
WRITE(*, 500)

500 FORMAT (1X, '*********************** ************ **')
WRITE(*, 510)

510 FORMAT(IX,'O (DYNAMIC PRESSURE - LBS/FT**2) =)
READ(*,*) -
WRITE(*, 520)

520 FORMAT(IX,'S (WING REFERENCE AREA - FT**2) - 1)
READ(*,*) S
WRITE (*, 530)

530 FORMAT(1X,'C (WING MEAN AERODYNAMIC CORD - FT) =)
READ(*,*) C

WRITE (*, 540)
540 FORMAT(1X,'D (WING SPAN - FT) = 1)

READ(*,*) B

WRITE (*, 550)
550 FORMAT(IX,'VT (TRIM VELOCITY - FT/SEC) =)

READ (*,*) U
VT=U
WRITE (*, 560)

560 FORMAT(1X,'THETA (PITCH ANGLE - DEGS) ;)
READ(*,*) DTHETA
WRITE(*, 570)

570 FORMAT(1X,'W (WEIGHT - LBS) =)
READ(*,*) W

4.,

F-5

.ft" n



* WRITE (*, 575)
575 FORMAT(1X,tINERTIRS MUST BE INPUT IN BODY AXIS.$)4

WR ITE (*, 580)
580 FORMAT(1X,'IXX (SLUG-FT**2) = 1

READ(*,*) BIXX
WRITE(*, 585)

585 FORMAT(IX,'IYY (SLUG-FT.*a) -1
READ(*,*i) BIVY
WR ITE (*, 590)

59~0 FORMAT(1X,'IZZ (SLUG-FT**2) -=
READ(*,*) BIZZ
WRITE(*, 595)

595 FORMAT(lX,'IXZ (SLUG-FT**2) -1
READ(*,*) BIXZ

536 CONTINUE
WRITE(*, 597)

597 FRA(X
WRITE(*, 610)

610 FORMAT C16X, 'AIRCRAFT PARAMETERS')
WRITE(*,615) 0

615 FORMAT(IX,'0 (DYNAMIC PRESSURE - LBS/FT**2) 9 ,613.6)
WR ITE (*, 620) S

620 FORMATCIX,'S (WING REFERENCE AREA - FT**2) 1 ,613.6)
WRITE(*,625) C

62E5 FORMAT(IX,PC (WING MEAN AERODYNAMIC CORD - FT) 1 ,813.6)
WRITE(*,630) B

630 FORMAT1lX,'B (WING SPAN - FT) - ',613.6) -

WRITE (*,635) U
635 FORMAT(IX,'VT (TRIM VELOCITY -FT/SEC) - ,613.6)

WRITE(*,640) DTHETA
640 FORMAT(IX,'THETA - *,G13.6)

= WRITE(*,645) W
645 FORMAT(lX,VW (WEIGHT - LBS) ',S13.6)

WRITE(*,650) BIXX
630 FORMAT(IX,'IXX (SLUG-FT**2) - ',G13.6)

WRITE(*,655) BIY
655 FORMAT(1X,'IYY (SLUG-FT**2) - ',G13.6)

WRITE(*,660) BIZZ
660 FORMAT(IX,'IZZ (SLUG-FT**2) - 1,613.6)

WRITE(*,665) BIXZ
665 FORMAT(1X,'IXZ (SLUG-FT**2) = ',G13.6)

WRITE(*, 670)
670 FRA l,'**************.***********
600~ CONTINUE

WRITE(*, 675)
675 FORMAT1IX,'IS THE ENTERED DATA CORRECT ? (YES/NO) 1)

READ(*9680) DATA3
680 FORMAT(A3)

WR ITE (*, 685)
* ~~~~~~~685 FRA X,***************************

IF(DATA3 .ED. 'NO ') GO TO 104
IF(DATA3 .ED. 'YES') GO TO 686
GO TO 600

686 CONTINUE
WRITE(*, 105)

10 b- FORMAT(XX,'ALPHA (DEG) 1)
READ(*,*) DALPHA

C
C CHANGE FROM DEGREES TO RADIANS
C
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THETA - DTHETA/DPR
ALPHA - DALPHA/DPR
IF (KEY .ED. 'LAT')GO Ta 446
IF(KEY .EQ. '6AM' )G0 TO 97

C INPUT LONGITUDINAL VARIABLES

LJRITE(*, 110)
110 FORMAT (1X,'CZA =)

READ(*,*) CZA
WRITE(*, 120)

120 FORMAT(lX,'CXA 1
READ(*,*) CXA
WR ITEC(*, 130)

130 FORMAT(1X,'CMA ='
READ(*,*) CMA
WRITE(*, 140)

140a FORMAT(1X,'CZQ -=1
READ(*,*) CZO
kJRITE(*, 150)

150 FORMAT(IX,'CXO =
READ(*,*) CXG
IJRITE(*, 1663)

160 FORMATCIX,'CMQ - ') -

READ(*,*) CMQ
bJRITE(*, 170) -

170 FORMAT(IX,'CZU - 1
READ(*,*) CZU
WRITE(*, ISO)

180 FORMAT(IX,'CXU - ')

READ(*,*) CXU
bJRITE(*, 190)

190 FORMAT(1X,'CMU = 1
READ(*,*) CMU
WJRITE(*, 191)

191 FORMATC1X,'CZH=
READ(*,*) CZK
WRITE(*, 192)

192 FORMAT(lX,'CXH =)

READ(*,*) CXH
WRITE(*, 193)

193 FORMAT(IX,'CMH-
READ(*,*) CMH
WRITE(*, 200)

200 FORMAT(lX,'CZD1 =)

READ(*,*) CZD1
WR ITE (*, 202)

202 FORMAT(1X,ICXD1
READ(*,*) CXD1
W R ITE (*, 204)

204 FORMAT(1X,'CMDI = ) -

READ(*,*) CMD1
WR ITE (*, 206)

206 FORMAT(1X,'CZD2=
READ(*,*) CZD2
W R ITE (*, 208)

0 8 FORMAT(IX,'CXD2 -=1
READ(*,*) CXD2
L.RITE(*, 210)

'10 FORMAT(1X,'CMD2 =)



READ(*,*) CMD2
WRITE(*, 212)

212 FORMAT (IX, ICZD3 - I
REA~D(*,*) CZD3
WRITE (*, 214)

214 FORMAT(lX,'CXD3 - ')
REA~D(*, *) CXD3
WRITE(*, 216)

216 FORM.ATC1X,'C'1D3 - 1
READ(*,*) CMD3
WRITE(*, 218)

218 FORMAT(lX,'CZD4 9
READ(*,*) CZD4
WRXTE(*, 45)

45 FORP)AT(LX,'CXD4 1)
READ(*,*) CX04
WRITE(*, 50)

50 FORMAT(1X,'CMD4 =)

READ(*,*) CMD4
W.RITE(*, 55)

55 FORMAT(lX,'CZD5 1)
READ(*,*) CZD5
WRITE ., 68)

60 FORr4AT(IX,'CXD5 1)
READ(*, *) CXD5
WRITEC., 65)

65 FORMATCIX,'CMDS 1)
READ(*,*) CMD5
WRITE(*, 70)

70 FORMAT(1X,'CZDS
READ(*, 0 CZD6
WRITE(*, 75)

75 FORMATCIX,'CXD6
READ(*,*) CXD6
WRITE(*, 80)

80 FORT4ATCIX,'CMDS
REA~D(*,* CM06
WRITE(*, 85)

85 FORMAT(LX,'CZD7')
READ(*, 0 CZD7
WRITE(*, 88)

88 FORMAT CIX, 'CXD7')
READ(*,*) CXD7
WRITE ., 90)

90 FORMATC1X,'CMD7 1)
READ(*, 0 CMD7
WRITE(1, 92)

92 FORMAT(1X,'CZD8 I
READ(C*,.) CZDS
WRITEC., 94)

94 FORMAT(1X,'CXDS 1)
READ(*,*) CXDS
WRITE C., 6)

96 FORMAT(IX,'CMDa 1)
READ(*,*) CMDS

97 CONTINUE
W RI TE (*, 225)

WRITE(*,230) DALPHA
230 FORMATC15X,'ALPHA =',G,3.6)
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345 FORMAT(SX,'LONGITUDINAL NON-DIM BODY AXIS COEFFICIENTS(1/DEG'I

CAL - COS(ALPHA)

COSSO - CL*
SINSQ SAL**2
COSSIN = CAL*SAL
CTH - COS(THETA)
STH =SIN(THETA)

C
WRITE(*, 360) CZA, CMA, CXA

360 FORMAT(3X,'CZA - ',613.,8X,CM'A = ,G13.6,5X,'CXA - ',G13.6)
WRITE (*, 390) CZQ, CMQ, CXQ

390 FORMAT(3X,'CZQ - ',G13.6,8X,'CMQ -',G13.6,5X,'CXO2 - ',G13.6)
WR TE(*, 400) CZH-, CMH, CXH

400 FORM'AT(3X,'CZH - ',613.6,8X,'CMH = ',Gl3.6,5X,'CXH - ',613.6)
WRITE(*,410) CZU,CMU,CXU

410 FORMAT(3X,'CZU - ',613.6,BX,'CIU - ',Gl3.6,5X,'CXU - ',613.6)
WRITE(*,370) CZD1,CMD1,CXDl

370 FORMAT(2X,'CZDI - ',Gl3.6,7X,'CMDI - ',G13.6,4X,ICXD1 - ',613.6)
WRITE(*, 380) CZD2, CMD2, CXD2

m_ 380 FORMAT(2X,'CZD2 - ',613.6,7X,'CMDE! - ',G13.6,4X,'CXD2 - 1,613.6)
WRITE *, 381) CZD3, CMD3, CXD3

381 FORMAT(2X,'CZD3 - ',613.617X,'CMD3 - 1,G13.6,4X, 'CXD3 - ',613.6)
WRITE(*, 382) CZD4,CMD4,CXD4

382 FORMAT(2X,'CZD4 - ',313.6,7X,'CND4 - 1,G13.6,4X,'CXD4 - ',613.6)
WRITE (*, 383) CZD5, CMD5, CXD5

383 FORMAT(2X,'CZD5 - ',613.6,7X,'CMD5 = ',G13.6,4X,'CXD5 - 1,613.6)
WRITE(*, 384) CZD6,CMD6,CXD6

384 FORM'AT(2X,'CZD6 - ',613.6,7X,lCM'D6 - ',613.6,4X,'lCXD6 - 1,G13.6)
WRITE(*,385) CZD7,CMD7,CXD7

385 FORMAT(2X,ICZD7 - ',G13.6,7X ,'CMD7 - ',G13.6,4X,'CXD7 - f,613.6)
WRITE(*, 386) CZD8, CM'D8, CXD8

386 FORMAT(2X,'CZD8 - ',613.6,7X,'CMD8 = ,G13.6,4X,ICXD8 1 ,613.6)
WRITE(*, 310)

310 FRA(X *.****4**.**.***********4*'

315 CONTINUE
W R ITE (*, 320)

320 FORMAT(1X,'IS TH-E ENTERED DATA CORRECT ? (YES/NO)')
READ(*,330) DATAl

330 FORMAT(A3)
IF(DATA1 .EQ. 'NO ') 6O TO 686
IF(DATA1 .EQ. 'YES') GO rO 340
GO TO 315

C
C START THE CALCULATIONS TO BUILD LONG. STATE SPACE MODEL
C
340 CONTINUE

WRITE(*, 420)

Zi - (Q*S*32.2)/W
A - C/Ce. 0*W)
THETA - DTI4ETA/DPR

C
ZA - Z1*CZA*DPR
ZH = CZlU)*CZH
Z0 = Z1*A*CZQ*DPR
ZU = 2.*(Z1/u)*CZU
ZD1 Z1*CZD1*DPR
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ZD2 - Zl*CZD2*DPR
ZD3 - Z1*CZD3*DPR
ZD4 - Zl*CZD4*OPR
205 -Z1*CZD5*DPR
Z06 = Z1*CZD6*DPR
ZD7 = Z1*CZO7*DPR
ZDS = Zl*CZD8*OPR

XA = *CX*DPR

XU - 2(Z/U)*CXU

XD2 - ZI**CXQa*DPR

X03 = Zl*CXD1*DPR -

XD2 - Z1*CXD4*DPR
XD3 = Z1*CXD3*DPR
XD -0 Z1*CXDE,*DPRr
X07 = Zl*CXD7*OPR
XDG - Zl*CXD6*DPR

Ml - (Q*S*C)/BIYY
C

MA - M1.CMA*DPR
MH- - (MI/U)*CMH
MG - M1*A*CMG*DPR
MU - 2.*(MI/U)*CMU
MD1 Ml*CMDl*OPR
MD2 - Ml*CMD2*DPR
MD3 - M1*CMD3*DPR
MD4 - Ml*CMD4*DPR
MD5 = MI*CMD5*DPR
MD6 - Ml*CMD6*DPR
MD7 - M1*CMD7*DPR
MOB - Ml*CMD8*DPR

C WRITE THE DERIVATIVES

WRITE(*, 700)
700 FORMAT (5X,9LONGITUDINAL AXIS DIMENSIONAL DERIVATIVES')

WR ITE (*, 705)
7035 FORMAT (15X,'BOOY AXIS Ci/RAD)')

WRITE(*,710) ZA,MA,XA
710 FORMAT(4X,'ZA = ',G13.6,SX,'MA - ',G13.6,6X,IXA = ',613.6)

WRITE(*,720) ZQ,MQ,XQ3
72~0 FORMAT(4X,'Z2-'1,Gl3.6,SX,'MO = ',G3.6,6X,'XO = ,G13.6)

WRITE(*,730) ZH,MH,XH
730a FORMAT(4X,'ZH = ',G13.6,gX,'MH = ',G13.6,6X,'XH = 1,G13.6)

WRITE(*, 740) ZU, MU, XU
740 FORMAT(4X,'ZU=-',Gl3.6,9X,'MU =',Gl3.6,6X.'XU - ,G13.6)

WRITE(*,750) ZDI,M01,X01
750 FORMAT(3X,'ZD1 - ',G13.6,aX,'MDI - ',G13.6,5X,'XO1 = 1,G13.6)

WRITE (*, 760) ZDa, MD2, Xo
760 FORMAT(3X,'Z02= - ,G13.6,8X,M2 =',G13.6,5X,'XD2 = ,G13.6)

WRITE(*, 770) Z03, MD3.XD3
770 FORMAT(3X,IZDS = l,G13.6,8X,'M03 = ',613.6,5X,'XD3 = 1,G13.6)

WRITE (*, 780) 204, MD., XD4
780 FORMAT(3X,ZD4 = ',G13.6,SX,M4 - ,G13.6,5X,'Xr,4 = ,G13.6)

W'RITE(*, 790) ZS, MOS, X05
790 FRM~AT(3X,'ZD5 = ,G13.6,8X,'mD5 = ,GI3.6,5X,'XD5 = ,G313.6)
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WRITE(*, 800) Z6, MD6, XD6
8'00 FORMAT(3X,'ZD6 = ',Gl3.6,BX,'MD6 = ',G13.6,5X,'XD6 = ',G13.6)

WRITE(*, 81I0) ZD7, MD7, XD7
810 FORMAT(3X,'Z07 = ',G13.6,8X,'MD7 - ',G13.6,5X,'XD7 = ',G13.6)

WRITE f*,820) ZDS,MDS, XDB
820 FORMAT(3X,'ZD8 = ',613.6,8X,'MD8 - ',G13.6,5X,'XDS = ',G13.6)

WRITE(*, 830)
830FOMT1,'*************************'

C
C DEVELOPMENT OF STATE MATRICIES
C
C DEVELOPMENT OF THE PLANT MATRIX -A

C
VT=U
AMAT(l,l) = XU

AMAT(1,2) = -VT*SAL
AMAT(1,3) = XA
AMATC1,4) = -22.2*CTH
AMAT(2,I) -MU
AMAT(2,2) - MQ
AMAT(2,3) -MA
AMAT(2,4) - 0.0
AMAT(3,1) - ZUJ'VT
AMATC3,2) - CAL
AMAT(3,.3) - ZAJ'VT
AMAT(3,4) = -32.2*STH/VT
AMAT(4,1) - 0.0
AMAT(4,2) = 1.0
AMAT(4,3) - 0.0
AMAT(4,4) = 0.0

C
C OK, LET'S WRITE THIS SUCKER OUT

.. C

WRITE (*,*4)
WRITE(*, 850)

850 FORMATI'11',5X,'LONGITUDNAL STATE MATRIX(BODY AXIS)')
WRITE(*,*4)
WRITE(*, 842)

842 FORMAT ('0',2X, 'FOR STATEI=U, STATE2=Q, STATE3=ALPHA, STATE4=THETA')
WRITE(*,*4)
DO 855 I=1,4
WRITE(*,S60) (AMAT(I,J),J=1,4)

855 CONTINUE
860 FORMAT('0',2X,4(Gl3.6,4X))

WRITE(*,*4)
C
C NOW WE'LL GET THE INPUT MATRIX 8
C

BMAT(l,1) - XO1
BMAT(1,2) - X02
BMAT(1,3) = XD3
BMAT(1,4) -XO4
SMAT(1,5) -XD5
BMAT(1,&) - XDG
BMQT(1,7) = XD7
EMAT(I,8) - XDB

BMAT(,1) -MDI
PM1AT(2,2) - D
14YT (2, 3) = MD3
EMAT(2,4) = MO'.
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BMAT(2, 5) - MD5

BMAT (2,68) = MD8
BMAT(3,7) - ZD7/
BMAT(32S) - ZD2/V
BMAT(3,1) -ZD3/VT
BMAT(3,4) - ZD4/VT
E'NAT(3,3) - ZD3/'JT
BMAT(3,6) - Z04/VT
BMAT(3,7) - ZD7/VT
BMAT(3,6) a ZD6/VT

DO 865 1-1,8
BMAT(4,I) a U.

865 CONTINUE '
C
C PRINT OUr THE LONG INPUT MATRIX
C

WRITE (*, *)
WRITE C*, 870)

870 FORMAT( 90995X,'LONGITUDNAL INPUT MATRIX')
WRITE(*,*)
WRITE(*9868)

868 FORMAT (2X, 'FOR DELI-CANARD, DEL2-STAB, DEL3-TEF, DEL4-DR AILERON')
WR ITE (*, 86 9)

869 FORMAT(2X,l DEL5-RT RV, DEL6-RD RV, DEL7-LT Rid, DELS-LB RVI')
WRITE (*, *)
WRITE(.,*)
WRITE(., 871)

071 FORMAT('8',5X,'ROWl', I1X,'ROW2', 1IROW3', 1IX,'ROW4')
Ain-WRITE(*, *)

DO 872 1=1,8
WRITE(*,S80) (BMAT(J, I),J-1,4)

872 CONTINUE
WRITE(*.,*)

875 CONTINUE
WRITE(., 873)

873 FORMAT(1X,' DO YOU WANT STAB AXIS DATA FOR LONG?(Y/N)')
READ(*,874) STABI

874 FORMAT(Al)
IF ( STABI .EQ. 'Y' ) SO TO 877
IF ( STABI .EQ. 'N' ) GO TO 857
GO TO 875

877 CONTINUE
C

C.
C. CONVERT BODY AXIS DATA TO STABILITY AXIS
C* (FOR CHECK WITH MCAIR DATA)
C.
C.

C
SMU u(MU*CAL + (MA/U)*SAL*CAL)
SMH -(CSMU /MU )*MH
S:"A (MA.* COSSO -MU *U *SAL)

SMO MO
S 'Dl - MDI
SmD2 MD2
EY03 - MD.3

F-12



SMD4 - MD4
SM~D5 - MD5
SMD6 - MD6

* SMD7 - MD7
SMD8 - 1408

SX-UCOSSO(ZA/U) .SINSQ*CAL+( (XA/U) *CAL.ZU)*SAL*CAL

SXH - (SXU/XU)*XH
SXA - XA.CAL**3 -U*ZU*SINSO (U*XU -ZA*CAL)*CAL*SAL

SXO - XQ*CAL + ZO*SAL)
SXO1 (XDI*CAL + ZD1.SAL)
SXD2 (XD2*CAL + ZDZ*SAL)
SXD3 =(XD3*CAL + ZD3*SAL)
SXD4 =(XD4*CAL + Z04*SAL)
SXD5 (XD5*CAL +ZD5*SAL)
SXD6 (XD6*CAL + ZOS*SAL)
SXD7 =(XD7*CAL + ZD7*SAL)
SXD8 -(XDS*CAL +ZDS*SAL) -

C
SZU=ZU*COSSQ-(XA/U) .SINSQ*CAL-(XU-(ZA/U)*CAL)*SAL*CAL
SZH - (SZU/ZU) *ZH
SZA-ZA*CAL**3 + U*XU*SXNSO (U*ZU + XA*CAL)*CAL*SAL
SZO - (ZOCAL - XG*SAL)
SZDl (ZDI.CAL -XDl*SAL)

SZD2 -(ZD2*CAL -XD2*SAL)

SZD3 -(ZD3*CAL -XD3*SAL)

SZD4 (ZD4*CAL -XD4*SAL)

SZD5 -(ZD5*CAL -XD5*SAL)2

SZD6 - (ZD6*CAL - XD6*SAL)
SZD7 - (Z07*CAL - XD7*SAL)
SZD8 - (ZDS*CAL - XD8*SAL)
WRI TE (*, 701)

70~1 FORMAT ('09,5X,'LONSITUDINAL AXIS DIMENSIONAL DERIVATIVES')
WRITE(*, 762)

702 FORMAT (15X,l STABILITY AXIS (1/RAD) 9)
WRITE(*,711) SZA,SMA,SXA

711 FORMAT(4X,vZA4 - ',G13.6,gX,MA - ',613.6,6X,'XA - 1,613.6)
WRITE(*,721) SZ0,SMO,SXG

721 FORMAT(4X,'ZG - ',613.6,9X,IMG - ',S13.6,SX,IXG = ',G13.6)
WRITE(*,731) SZH,SMH4,SXH

731 FORMAT(4X,IZH - 1,G13.6,gX,IMH - ',013.6,6X,'XH - 1,613.6)
WRITE(*,741) SZU,SMU,SXU

741 FORMAT(4X,'ZU - ',813.6,9X,'MU - ',613.6,SXOXU - 1,613.6)
WRITE(*,751) SZDl,SPID1,SXDl

751 FORMAT(3X,'ZOI - 1,G13.6,SX,IMDI - 1,G13.6,5X,IXDI - ',G13.6)
WRITE ., 761) SZD2, SMD2, SXD2

761 FORMAT(3X,'ZD2 a ',613.6,8X,'M02 - ',Gl3.6,5X,'X02 - 1,613.6)
WRITE(*, 771) SZD3,SMD3,SXD3

771 FORMAT(3X,'Z03 - ',G13.6,SX,'MD3 a ',G13.6,5X,'XD3 - 1,613.6)
WRITEC*,781) SZD4,SMD4,SXD4

781 FORMAT(3X,'ZD4 - ',G13.6,SX,'MD4 - ',G13.6,5X,IXD4 - 1,613.6)
WRITE(*,791) SZD5,SMD5,SXDS

7931 FORMAT(3X,'ZD5 ',G13.6,SX,IMD5 = ,613.6,SX,'XD5 - ',613.6)
WRITEC*,800) SZD6,SMD6,SXD6

8101 FORMAT(3X,'ZD6 - ',G13.6,SX,IMD6 - ,Gl3.6,5X,'XD6 - 1,G13.6)
WRITE(*,811) SZD7,SMD7,SX07

811 FORMAT(3X.'ZD7 - 1,613.6,8X,'MO7 * ,Gl3.6,5X,'XD7 - ',G13.6)
WRITE(*, 820) SZDS, SMDS, SXD8

8.21 FORMAT(3X,'Z08 - ,G13.6,BX,'MD8 = ,G13.6,5X,'XDB - 1,13.6)
WR ITE(* 830)
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880 FORMAT(2X,4(G13.6,2X))
C

*C CALCULATE 'A' MATRIX ELEMENTS

C AMAT(l,l) = SXU

AM'AT(1,2) a e.g
AMAT(1,3) - SXA
AMAT(1,4) - -32.2*CTH
AMATC2,1) a SMU
AMAT(2,2) - SMO
AMAT(2,3) = SMA
AMAT(2,4) - 0.0
AMAT(3,1) - SZU/U
AMAT(3,2) - 1.0
APIRTC3,3) - SZA/U
AMAT(3,4) - -32.2*STH/U
AMAT(4,1) - 0.0

- AMAT(4,2) a 1.0
AMATC4,3) - 0.0
AMAT(4,4) - 6.0

C WRITE(*,SSI)
C851 FORMAT('0',5X,'LONGXTUDNAL STATE M4ATRIX (STAB AXIS)')
C WRITE(*,*)
C WRITEC*,842)
C WRITE(*,*)
C DO 856 1-1,4
C WRITE(.,860) (AMAT (I, J) ,J-1, 4)

*C856 CONTINUE
857 CONTINUJE

IF (KEY .EQ. 'DOT' ) G0 TO 446
IF (KEY .EQ. '6AM' ) GO Ta 1465

421 CONTINUE
WR ITE (*, 436)

430 FORMAT(IX,'IS ANOTHER PROGRAM RUN DESIRED 7 (YES/NO)')
READ(*.440) RUN

440 FORMAT(A3)
WRITE(*, 445)

445 FRA i,.**...*.*.***e*......****4'
IF(RUN .EQ. 'NO ') 0O TO 456
IFCRUN .EQ. 'YES') GO TO 163
GO TO 421

446 CONTINUE
C
C THIS IS WHERE THE LATERAL DIRECTIONAL STARTS
C

WRITE(*, 1110)
11Ili FORMAT(1X,'CLB (I/DEG) 1)

READ(*,*) CLB
WRITEC., 1120)

1126 FORmAr(ix,'CNB (1/DE) 1)
READ(*,*) CND
WRITE(*, 1136)

1120 FORMAT(lX,'CYB (1/DEG) 1)
READ(*,*) CYB
WRITE(*, 1146)

1140 FORMAT(1X,'CLP (1/DEG) -)

READ(*,*) CLP

wRITE(*, 1150)

REA~D(*,*) CNP
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- READ(*,*) . Y-

WRITE(*, 1160)
11718 FORMAT(IX,'CYP (1/DES) - 1

READ(*,*) CYP
WRITE(., 1170)

1170O FORMATC1X,'CLR (1/DES) -=
READ(*,*) CLR
WRITEC., 1180)

1190 FORMAT(IX,ICNR (1/DES) 1)
READ(*,*) CYR
WRITE(*, 1100)

1206 FORM'AT(IX,'CLDI Cl/DE) 1)
READ(*,*) CYRI
kJRITE(*, 1200)

1216 FOR1MAT(IX,'CLDI (I/DE) 1)
READ(*,*) CLD1
kJRITE(*, 1210)

1210 FORMAT(1X,'CYD1 (1DES) 9)
READ(*,*) CND1
WRITE(*., 1220)

1220 FORMAT(lX,'CYD2 (1/DES) 9)
READ(*,*) CYD2
WRITE ., 12301

1230 FORMAT(IX,'CLD2 (1DEW) 9 )
READ(*, *) CLDe
WRITEC., 1240)

1256 FORMATC1X,'CND2 (1/DES) -)

READ(*, 0 CND2
WR ITE C., 1260)

1260 FORMATC1X,'CYD2 (1/DES - 1

READ(*,*) CYD3
WRITE(*, 1260)

12760 FORM'AT(1X,'CND3 (I/DES) - 1
READ(*,*) CLD3
WRITE (*,1270)

1270 FOR14AT(1X,ICND3 (1/DES) - 1
READ(*, o CYD3
WRITE(., 1286)

1280 FORMAT(1X,'CYD3 (1DES) - 9
READ(*,*) CL04
WRITEC., 1296)

1300 FORMAT(1X,'CLD4 (1DES) 1)
READ(*,*) CLD4
WRITE(*, 1300)

1310 FDRM'AT1IX,'CND4 (1/DES) m-1
READ(*,*) CND4
WRITEC*, 1310)

1310 FORMAT(1X,'CYD5 Cl/DES) a -
READ(*,*) CLD5
W R ITE (*, 1320)

1330 FORMAT(1X,'CLD5 Cl/DES) 1)
READ(*,*) CND5
WRITEC., 1330)

1340 FORMAT(1X,'CNO5 (1/DES) 1 )
READ(*,*) CNDS

WR ITEC., 1350)
13-.0 FORMATCIX,'CLD6 (1/DES) 1)

READ(*,. CLD6
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WRITE(*, 1368)
1360a FORMAT(1X,'CND6 (1DEG) - )

READ(*,*) CND6
WRITE(*, 1378a)

1370 FORMSAT(1X,'CYD6 CIDEG) - 1
READ(*,K*) CYD6
W R ITEC(*, 1380)

1380 FORMAT(lX,'CLD7 (1DES) - 1
READ(*,*) CLD7
bJRITE(*, 1390)

1390 FORMAT(IX,'CND7 (1DES)
* - READ(*,*) CND7

- - WRXTE(*, 1408)
1400 FORMAT(1X,'CYD7 (1DES) - ')

READ(*,*) CYD7
WRrTE(*, 1410)

1410 FORMAT(1X,'CLDS (1DES) - 9
READ(*,., CLD8
WRITE(*, 1420)

1420 FORMAT(IX,'CNDS (1DES) - 9
READ(,*e) CND8a
WRITE(*, 1430)

1438 FORI4AT(IX,'CYD8 (1DES) - 9
READ(*,*) CYDS -

WR ITE(*, 1440)
1440 FDRMAT(IX,'CLD9 (1DES) - 1

READ(*,*) CLD9
WRITE(*, 1450)

1450 FORMAT(1X,'CND9 (1DES) - 9
READ (*, 0 CND9

e- wRl'rE (*, 1460)
14608 FORMAT(IX,'CYD9 (1DES) - 1

READ(*,*) CYDS
1465 CONTINUE

WRITE(*, 1479)
1470 FORMRT('1',SX,'LAT-DIR BODY AXIS COEFFICIENTS')

IF(KEY .EO. 'LON') G0 TO 1490
IF(KEY .EQ. 'DOT') SO TO 1490
WRITE(4, 1488) DALPHA

1480 FORMAT(ISX,'ALPHA - 1,613.6)
1490 CONTINUE

WRITE (4*1500) CLB,CNB,CYD
1500 FORP AT(3X,'CLD - ',613.6,SX,'CNB w ',S13.6,5X,'CYB - ',613.6)

WRITE(*, 1510) CLP,CNP,CYP
1510 FORMAT(3X,'CLP a ',G13.6,8X,'CNP - ',613.6,5X,'CYP - ',G13.6)

-* WRITE(*, 1520) CLR,CNR,CYR
1520 FORMAT(3X,'CLR - ,613.6,SX,'CNR - ',G13.6,5X,'CYR - 1,G13.6)

WRITE(*, 1530) CLDI,CNDI,CYD1
1530 FORM'AT(2X,'CLDI - ',613.6,7X,'CND1 - ',G13.6,4X,'CYDI - 1,G13.6)

WRITE(*, 1540) CLD2,CND2,CYD2
*1540 FORMAT(2X,'CLD2 a 8,13.6,7X,'CND2 - 'G13.6,4X,'CYD2 - 6,13.6)

WRITE(*, 1550) CLD3,CNO3,CYD3
1550 FORMAT(2X,'CLD3 - ',G13.6,7X,'CND3 a 1,G13.6,4X,'CYD3 - ',613.6)

WRITE(*, 1560) CLD4,CND4,CYD4
15EI0 FORMAT(2X,'CLD4 a ',G13.6,7X,ICND4 - ',G13.6,4X,'CYD4 - 1,613.6)

WRITE(*, 1570) CLD5,CND5,CYD5
1570 FORMAT(ZX,'CLD5 - ',613.6,7X,'CN05 - ',613.6,4X,'CYD5 - ',G13.6)

WRITE(0, 1580) CLD6,CNOG,CYD6
1580 FORMAT(2X,'CLD6 - ',G13.6,7X,'CND6 - ',G13.6,4X,'CYD6 - ',G13.6).

WRITE'*, 1590) CLD7,CND7,CYD7
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V
1590 FORM4AT(ZX,'CLD7 = '613.6,7X,'CND7 - ',613.6,4X,'CYD7 - ',613.6)

WRITE(*, 1660) CLDB,CNOB,CYDS -

1600 FORMAT c2X,'CLDS m ',G13.6.7X,ICNDS - ',G13.6,4X,'CYDS - 1,613.6)
WRITE (*, 1616) CLD',CND,CVD9

1616 FORMAT(2X,'CLD9 - ,G13.6,7X,'CND9 - ',G13.6,4X,'CYD9 - 9,613.6)
WRITE(*,*4)
WRITE(*, 1629)

1620 06MT1.~*.*4**4********.*******4.***
1625 CONTINUE

WRITE(*, 1630)
1630 FORMAT(1X,'IS THE ENTERED DATA CORRECT ' (YES/NO)

READ(*, 1640) DATA2
1640 FORMAT(A3)

IF ( DATA2 .E0. 'Na') 6O TO 446
IF ( DATA2 .0Q. 'YES' ) 0O TO 1645
GO TO 1625

1645 CONTINUE
WRITE(*, 1646)

1646 FORM4AT(1X,'DO YOU WANT STAB AXIS DATA FOR LAT-DIR' (Y/N)')
READ(*, 1647) STAB2

1647 FORMAT (Al)
IF ( STA82 .EO. 'N') SO TO 1801
IF ( STAB2 .EG. 'Y') 60 TO 1648
S0 TO 1645

1648 CONTINUE
BSALPH--ALPHA
CSA-COS (BSALPH)
SSAsIN (DSALPH)
CS-CSA*CSA
SS-SSA*SSA

C
SCLP-CLP*CS + CNR*SS -(CLR CNP)*CSA*SSA
SCLR-CLR*CS -CNP*SS + (CLP -CNR)*CSA*SSA

SCLB-CLB*CSA -CNB*SSA

SCLD1=CLDI*CSA - CND1.SSA
SCL02-CLD2*CSA - CND2*SSA
SCLD3-CLD3*CSA - CND3*SSA
SCLD4-CLD4*CSA - CND4*SSA
SCLD5-CLD5*CSA - CND5*SSA
SCLD6-CLD6*CSA - CND6*SSA
SCLD7-CLD7*CSA - CND7*SSQ
SCLDS=CLDS*CSA -CNDS*SSA

SCLD9-CLD9*CSA -CND'3*SSA

C
SCNP-CNP*CS -CLR*SS + (CLP CNR)*CSA*S3A
SCNR=CNR*CS + CLP.SS * CL4
SCNB-CND*CSA + CLEB*SSA
SCND1wCND1*CSA + CLD1.SSA
SCND2-CND2*CSA + CLD2*SSA
SCND3-CND3*CSA + CLD3*SSA
SCND4-CND4*CSA + CLD4*SSA
SCND5-CND5*CSA + CLD5*SSA
SCNO6-CND6*CSA + CLD6*SSA
SCND7-CND7*CSA +. CLD7*SSA
SCNDS8CNDS*CSA + CLD8*SSA
SCNDg-CND'3*CSA + CLD'9.SSA

scyP.CyP*CSA - psA
SCYR=CYR*CSA + CYP*S*3A
SCYB=CYB
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WRITE(*, 1471)
1471 FaRMAT(SX,'LAT-DIR STAB AXIS COEFFICIENTS')

WRITE (*,1501) SCL.D,SCNB,SCYS
1501 FORMAT(3X,'CLB - ',G13.6,8X,'CNB = ',Gl3.6,5X,'CY8 =

WRITE(*,1511) SCLP,SCNP,SCYP
1511 FORMAT(3X,'CLP - ',613.6,8X,'CNP - ',GlS.6,5X,'CYP = G612. 6)%

WRITE(*, 1521) SCLR,SCNR,SCYR
1521 FORMAT(3X1

1 CLR - ',613.6,SX,'CNR = ',Gi3.6,5X,'CYR - ,136
WRITE(*, 1531) SCLDI,SCNDI,CYDI

1531 FORMAT(2X,'CLD1 - ',613.6,7X,'CND1 = ',GlZ.6,4X,'CYD1 - ',G13.6)
K WRITE(*, 1541) SCLDZ,SCND2,CYD2

1541 FORMAT(2X,'CLD2 - ',G13.6,7X,ICND2 - ',Gl3.6,4Xq'CYD.R - ',G13.6) --

WRITE(*, 1551) SCLD3,SCND3,CYD3
1551 FORMAT(2X,'CLD3 - ',G13.6,7X,'CND3 - ',G13.6,4X,'CYD3 - 1,613.6)

WRITE(*, 1561) SCL04,SCND4,CYD4
1561 FORMAT(2XOCLD4 a ',G13.6,7X,tCND4 - 1,G13.6,4X,'CYD4 - 1,G13.6)

WRITE (*, 1571) SCLD5,SCND5,CYD5
157L FOGlMmAC2X,l'LD5 a 1,G13.6,7X,'CNrj5 - ',G;3.6,4X,'CYD5 -= 136

WRITE(*, 1581) SCLD6,SCND6,CYD6
1581 FORMAT(2X,'CLD6 - ',813.6,7X,'CND6 - ',613.6,4X,'CYD6 - ',613.6)

WRITE (*, 1591) SCLD7,SCND7,CVD7
1591 FORM'AT(2X,'CLD7 - ',G13.6,7X,'CND7 - ',013.6,4X,'CYD7 - '1613.6)

WRITE(*, 1601) SCLDS,SCNDS,CYDS
1601 FORMATC2X,'CLDS = ',G13.6,7X,'CNDB a ',613.6,4X,'CYOB - ',813.6)

WRITE(*, 1611) SCLD9,SCND9,CYD9
1611 FORM'AT(2X,'CLD9 - ',G13.6,7X,'CND9 - ',G13.6,4X,'CYD9 - ',613.6)

WRITE(*,*)
C

SIXX=DIXX*COSSO + BIZZ*SINSC2 - BIXZ*SIN(2*ALPHR)
SIVY-DIY
SIZZ=BIZZ*COSSO BIXX*SINSD BIXZ*SIN(2*ALPHA)

SIXZ=BXXZ*COS(2*ALPHA) + .5*(BIXX -BIZZ)*SIN(2*ALPHA)

SN - DPR*(Q*S*B)/SIZZ
SL - DPR*(Q*S*B)/SIXX
SB - 9/ (2. S*U)
SY - DPR*(Q4S*32.2)/W
SNB - SN*SCNB
SNP - SN*SD*SCNP
SNR - SN*SB*SCNR
SNOI - SN*SCND1
SND2 - SN*SCND2
SND3 - SN*SCND3
SN04 - SN*SCND4
SNO5 - SN*SCND5
SN06 = SN*SCN'6
SND7 = SN*SCND7
SNDS - SN*SCNDS
SN09 - SN*SCND'3

SLB - SL*SCLB
SLP a SL*SB*SCLP
SLR - SL*SD*SCLR
SLDI - SL*SCLD1
SLD2 - SL*SCLD.Z
SLD3 = SL.4SC-O3
SLD4. - SL*SC=D-.
SLD5 = SL*SCLD5
SLD6 = SL*SC'.26
SLD7 - SL*SC'r.7
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SLDB SL*SCLDS
SLD9 a SL*SCLD9

SYB - SY*SCYB
SYR - SY*S9*SCYR
SYP a SY*SB*SCVPSSYDl Ia SY*SCYDI
SYD2 a SY*SCVOS
SYD3 - SY*SCYD3
SYD4 a SY*SCYD4
SYD5 a SY*SCYD5
SYD6 a SY*SCYD6
SYO7 a SY*SCYD7
SYDS a SY*SCYDB
SYD9 - SY*SCYD9

WRITE(*, 1661)

161FORMAT(5X,'NBAT- G1.6I X'L STA AXIS6,XY DIESOA ',613.6E(IRA))
WRITE(*, 1681) SNP,SLB,SYP

1681 FORMAT(4X,'NB - ',013.699X,'LP - ',613.6,SX,'YB - ',613.6)
WRITE ., 1691) SNR,SLR,SYR

1681 FORMAT(4X,'NR - ',G13.6,9X,'LP - ',613.6,5X,'YR - 1,G13.6)
WRITE(*, 1701) SND,SLD,SYD1

1701 FORMAT(3X,ONDI - ,613.6,8X'LD1 a ,13.,X,YD1 - ,613.6)
WRITE(*, 1711) SNDI,SLDI,SYDI

1701 FORMAT(3X,'ND2 a ',613.6,8X,'LDI - ',G13.6,4X,'YDI - ',613.6)
WRITE(*, 1721) SND3,SLD2,SYD3

1721 FORMATC3X,'N03 a ',613.6,SX,'LD2 a ,813.6,4X,'YD2 a ,613.6)
WRITE(*, 1731) SND3,SLD3,SYD3

1721 FORMAT(3X,OND3 - ',G13.6,8X,1 L04 a ,613.6,4X,'YD3 a ,G13.6)
WRITE ., 1741) SN04,SLD4,SYD4

1731 FO)RMAT(3X,'ND4 = ',G13.6,BX,'LD4 a, ',13.6, 4X,'11YD4 1 ,613.6)
WRITEC., 1751) SNDS,SLD5,SYDS

1751 FORMAT(3X,'ND5 - ',G13.6,SX,'LD5 a ,613.6,4X,'YD5 a ,613.6)
WRITE ., 1761) SND7,SLD7,SYD7

1751 FORMAT(3X,'ND7 a 11G13.6,SX,'LD6 = ',613.6,4X,'YD7 a 1,613.6)
WRITE(*, 1771) SNDB,SLDS,SYDS

1771 FORMAT(3X,'NDS - ',613.6,SX,ILD8 - ',613.6,4X,'YDS a ',613.6)
WRITE ., 1781) SND9,SLD9,SYD9

1781 FORMAT(3X,qND9 a ',613.6,SX,'L09 a ',G13.6,4X,'YD9 - 1,G13.6)

.WRITE(*, 1650)

1E01 CGNT:NUE
N - DPR*CQ*S*B)/BIZZ
L - DPR*(Q*S*9)/BIXX
99 a /(Z.0.U)
Y - DPR*.Q.S*32.2)/W
BNB - N*CNB

aN N*BB*CNP
PNR - N*BB*CNR
B ND1 =N*CND1F ND2 N*CND2
PNO3 -N*Cr;03
EPND4 =N*C4
E4NDS - N*CD5
E&ND6 cjD
EP.D7 -N-C7.Z7
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* -- - k - - - - -N*ND

BND9 - N*CND9

BLB - L*CL3
DLP - L*BB*CLP
DLR - L*E46*CLR
BLDI - L*CLD1
BLD2 - L*CLD2
E4LD3 a L*CLD3
BLD4 -L*CLD4.-
BLD5 a L*CLD5
BLD6 - L*CLD6
BL07 - L*CLD7
BLDS - L*CLD8

BLD9 - L*CLD9
c ~ *Y

BYR - Y*Y
BYR - Y*BB*CYp
BYPi - Y*BCY1
BYD2 Y*CYD2
BYD2 Y*CYD2
BYD3 Y*CYD4
BYD4 Y*CYD4
DYD6 Y*CYD5
BYD7 Y*CYD7
9YD7 a*YD

BYDS - Y*CYD8
C Y9-YCD

WRT(, 60

1660 FORMAT(5X,'LAT-DIR BODY AXIS DIMENSIONAL DERIVATIVES(1/RAD)') .:

WR ITE (*, 1670) BNB,9LB,BYB
1670 FORMAT(4X,'ND - ',G13.6,9X,'LB - ',Gl3.6,5X,'YB - 11613.6)

WRITE(*,1680) BNP,BLP,BYP
1680 FORMAT(4X,'NP - ',G13.6,9X,ILP - ',G13.6,5X,'YP - ',613.6)

WRITE(*, 1690) BNR, BLR, BYR
1690 FORMAT (4X, INR a ,G13.6,9X,'LR - ',Gl3.6,5X,'YR - ',G13.6)

WRITE(*, 1700) BNDI,BLD1,BYDI
1700 FORMAT(3X,'NDI - ',613.6,SX,'LD1 - ',G13.6,4X,IYDI - 1,613.6)

WRITE(*, 1710) BNO2,BLD2,BYD2
1710 FORMAT(3X,'ND2 a ',G13.6,SX,'LD2 - ',Gl3.6,4X,'YD2 - 1,G13.6)

WRITE(*, 1720) BND3,BLD3,BYD3
1720 FORMAT(3X,'ND3 - ',G13.6,SX,OLD3 - ',013.6,4X,IYD3 - ',G13.6)

WRITE(*, 1730) BND4,BLD4,BYD4
1730 FORtOAT(3X,IND4 - ',G13.6,SX,'L04 = ',Gl3.6,4X,'YD4 - 9,G13.6)

WRITE(*, 1740) BND5,BLID5,BYDS
1740 FORMAT(3X,'ND5 - ',G1Z.6,SX,'LD5 a ',Gl3.E,4X,''YD5 = ',G13.6)

WRITE(*, 1750) BND6, BLDE, BYDS
1750 FORMAT(3X,'ND6 - ',Gl3.6,BX,'LD6 - ',G13.6,4X,'YDG = ',G13.6)

WRITE ., 1760) BND7,BLD7,BYD7
1760 FORMAT(3X,9ND7 - ',Gi3.6,8X,'L07 - 'qGl3.6,4X,IYD7 = ',G13.E)

WRITE(*, 1770) BNDS,BLDS,BY08
1770 FORMAT(3X,'NDS a ',G13.6,SX,'LDS - ',G13.E,4X,'YDS a ',G13.6)

WRITE(*, 1780) BND9,BLD9,BYD9
1780 FORMAT(3X,'ND9 a ,Gi3.6,BX,'LD9 - ',G1-1.6,4X,'YD3 = ',G13.6)

WRITE(*, 1790)
1730 FRA(X

WR1TE(*, 1800)
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a.C CONVERSION OF DATA INTO STATE SPACE FORM
C
C

D 1 .0 - ((BIXZ*DIXZ)/(DIXX*BIZZ))
RI =BIXZ/BIZZ
R2 -BIXZ/DIXX

C
PBNB - (BNB + Rl*BLB)/D
PBNP -(BNP + R1*BLP)/D
PBNR =(BNR +R1*BLR)/D
PBNDI (BND1 +RI*BLOI'1/D
PBND2 a (BND2 + R1.DLD2)/D
PBND3 - (BND3 + Rl*BLD3)/D
PBND4 m (BND4 + R1*BLD4)/O I
PBND5 - (BNOS + Rl*BLDS)/D
PBND6 a (BNOG + R1*BLD6)/D
PBND7 -(BND7 + RI*BLD7)/D
PBNDS - (BNDB RJ*BLDS)/D
PBND9 m (BND9 +Rl*BLD9)/D
PBLD w (BLB +e R2*BNB)/D
PBLP a (BLP + R2*BNP)/D
PBLR a (DLR + R2*BNR)/D
PBLDI (BLDI +- R2*BNDI)/D
PBLD2 - (BLD2 +R2*BND2)/D
PBLD3 -(BLD3 +RZ*BND3)/D
PBLD4 - (BLD4 + R2*BND4)/D
PBLD5 (BLOS + R24'BND5)/D
PBLD6 a CDLD6 + R2*BNOG)/D
PBLD7 - (BLD7 + R2*BND7)/D
PBLD8 - (BLDG + R2*BND8)/D

4-PBLD9 - (BLD9 R2*BND9)/D
C

PBYB - BVB/U
PBYP - SAL
PBVR - -CAL
PBYPHI a32. 2*CTH/U
PBYDI B YDI/U
PBYD2 BYD2/U
PBYD3 a YD3/U
PBYD4 a YD4/U
PBYD5 a YD5/U
PBYD6 a YD6/U
PBYD7 aBYD7/U
PBYD8 BYDS/U
PBYD9 BYO'9/U

C
C LATERAL DIRECT:CNAL STATE MATRIX
C
C

DO 1805 1-1,5
DO 1806 J-1,5

1806 DIRMAT(I,J)=O.O
1805 CONTINUE

DIRMAT(1,3)=l.0
DIRmAT(2, 1)=PBYP64I
DlRMAT(a,a) =PBYB
DIRMAT U, 3) =PE4Y'P
DIRMAT U, 4) =PE.Y
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DIRMAT(3,2)-PBLB
DIRMAT (3,3) =PBLP
D IRMAT (3, 4) =PBLR
DIRMAT (4, .2) -PBNB
DIRMAT(4, 3)-PBNP
DIRMAT (4,4) =PBNR
DIRMAT (5,4)-1.0

C
C
C OUTPUT THE STATE MATRIX
C
C

WRITE(*,S313)
WRITE(*, 1810)

1810 FORMAT(Ol1,2X,VLATERAL DIRECTIONAL STATE MATRIX')
W.RITE(*, 1820)

1820 FORMAT('0',5X,'STATES - PHI,BETA,P,R,PSI')
WRITE(*,*)
WRITE(*,1825) (DIRMAT(1,I),I=1,5)
WRITE(*, 1825) (D IRMAT (2, 1), 1-1, 5)
WRITE(*, 1825) (DIRMAT(3, I), 1=1,5)
WRITE(*, 1825) (DlRMAT(4, 1), 1=1,5)
WRITE(*, 1825) (D IRMAT (5, 1), 1-1, 5)
WRITE(*,*4)

1825 FORMAT('8',ZX,5(G11.4,4X)
C
C LATERAL DIRECTIONAL INPUT MATRIX
C
C

DO 1838 1-1,9
DIRBMAT(1,I)-O.@
DIRBM'AT (5, I)-6.8

1838 CONTINUE
DIRBMAT(2, 1)=PBYDI
DIRDMAT(2, 2)=PDYD2 0

DIRBMAT(2, 3)uPBYD3
DIRBMAT(2, 4)=PBVD4
DIRBMAT(2, 5)-PB VD5
DIRBMAT(2, 6)-PBYD6
DIRBMAT(2, 7)-PBYD7
DIRBMAT(2, 8)-PBYD8
DIRBMAT(2, 9) PBYID9
DIRBMAT(3, 1)-PBND1
DIRBMAT(3, 2)-PBNO)2
DIRBMAT(3, 3)=PBND3
DIRBMAT(3, 4)-PEND4
DIRBMkT(3, 5)-PBND5
DIRBMAT(3, 6)=PBND6
DIRBMAT(3, 7)=PBND7
DIRBMAT(3, 8)-PBNDt3
DIRBMAT(3, 9)=PBND9
DIRBMAT(4, 1)=PELD1
DIR8MAT(4, 2)=PBL.2
DIR8MAT(4, 3)-PFELD3
DIRBMAT(4, 4)-PElLD4
DIRE'MAT(4, 5)=PFL-5
DIR8MAT(4, 6) =PE'LDE
DIRBMAT(4, 7) =PELC7
DIRBM'AT (4.8) =PBL:8
DIREPMAT (4, 9)=PELD3
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C
C PRINT OUT THE INPUT MATRIX

* C
WRITE(*, 1850)

1850 FORMAT('0',2X,'LATERAL DIRECTIONAL INPUT MATRIX')
WRITE(*, 1860)

1860 FORMAT ('0',4X,'FOR INPUTS: DELI1RUDDER,DELZiDOFF CAN')
WRITE(*, 1870)

1870 FORMAT( 6X,'DEL3=DIFF STAB, DEL4-DIFF AIL, DEL5=DIFF TEF')
WRITE(*, 1880)

1880 FORMAT(6X,'DELS TO 9 ARE REVERSER VANE PORTS')
WRITE(*, 1890)

1890 FORMATC'0',5X,'ROW1', 11X,'ROW2',11X,'ROW3',11X,'ROW4',11X,'ROW5)
DO 1900 1-1,9
WRITE(*, 1825) (DIRBMAT(J, I),J-1,Z)

1900 CONTINUE
GO TO 421

450 CONTINUE -

END
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Appendix 1.

Simulation Set-Up

To simulate the response of the STOL aircraft the system

in Figure V.3-2 was constructed using the CAD package

MATRIX X1ZSJ. MATRIX X allows the designer to construct the

system several ways, including state-space and transfer

functions. Transfer funcLion representation for simulation is

a "natural" since the required transfer functions already

exist from the OFT design method. Using the "System Build"

option the individual transfer functions can be enter-ed as

"blocks" of a larer "Super Block". These Super Blocks can be

nested as parts of a larger Super Block. This is how the

STOL simulation is constructed. Figure G-1 is a connection

diagram of the system. The highest level Super Block, STOL15,

has two inputs(commands) and four outputs(two output

variables and two 'equivalent' surface deflections) and

N
contains six other Super Blocks:

1) prefil contains both prefilters and the feedback

loop summing junctions.

2) servo contains two Super Blocks(both shown as

transfer funcLions, but actually are Super Blocks)

servol and servo2 both of which contain servo

transfer function, rate and deflection saturations

as outlined in Super Block stuff . 5=

3) compen contains both g and g along with the
1 2

reconfigurable terms (Block "Recof').

G-1
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4) vanesp contains the plant transfer functions

relating vane deflections to the outputs.

5) SUPLTS contains the plant transfer functions

relating aerodynamic surface deflection to the
outputs.

6) outsum contains the summing junctions that add

together the outputs of the plant transfer

functions, constructing the system outputs.

The MATRIX X CAD package used is hosted on a VAX

computer with a VMS operating system. For simulation the CAD

package takes the transfer functions, algebraic equations,

and non-linear elements(such as saturations) and builds a

state-space model to represent the entire system. For this

simulation the state-space vector is of dimension 64.

Needless to say, simulation is very slow. In order to y
decrease the computation time change the default integration

rjutine from the Variable Step Kutta-Merson to the Implicit

Stiff System Solver. Ioth are variable step methods; however,

the MATRIX X manual states that making this change will

decrease computational times for systems containing algebraic

loops and/or dynamic systems. This it does markedly,

sometimes by an order of three or more depending on the VAX

load.

MATRIX X significantly reduced the time spent on the

simulation part of this thesis. Previous theses used CAD
" - ,.

packages that are not as powerful as MATRIX X, or they wrote

their own simulation routines. In the authors opinion MATRIX

X is the "best" control system design CAD package at the time

G-3
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of this writing. WIT administrators should expedite purchase ~ .-

of the CAD package to host on AFIT computer resourses. Doing

so will reduce time, frustration, and stress level of future

WFIT Controls Sequence students.
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APPENDIX H

Reshaping of the Loop Transmissions

The loop transmissions developed in Chapter IV are

overdesigned since they do not lie on the bounds at each

frequency. This results in the magnitudes of the loop

compensations g and g being greater than necessary over the
1 2

entire frequency spectrum. This is especially noticable at

higher frequencies. In order to reduce the overdesign and

associated problems with wide bandwidth such as unmodelled

pole excitation and noise, both loop transmissions are

redesigned to be as close as possible to the bounds and to

decrease in magnitude faster at high frequencies.

-, The redesign of loop one starts with the plotting of

plant templates for frequencies of 200 and 400 rad/sec. These

extra bounds are required when the new L is shaped so noI
penetration of the maximum desired M contour(Forbidden

m
Region) occurs in the range of 80 - 1000 rad/sec . The UHFB

is again approximated by using the bound at = 1000. The

resulting bounds for the modified loop transmission are in

Figure H-1. The initial form for L includes just the

unstable pole

L K(O..3851) (H-la)

1o (s - 0. 3851)

For K- 0 the system must remain stable and must drop in

magnitude as fast as practically possible. To keep the loop

H-I
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Fita.H-1: Loop One bounds and the reshaped Loop

One Transmission

transmission as close as possible to the -180 degree line

without crossing it (causing a conditionally stable system),

and to increase the rolloff, a pole is added at -0.3851. To

meet the bound at (j= 1 the gain is increased by 200(46 dB).

I. Using trial and error along with e-xperience, the rest of the

loop transmission is shaped; however, this time the bound at

W =10030 is crossed at a much lower frequency to increase the

H1-2



phase angle and drop-off rate of L much faster than the
to

original L During the process the loop transmission is

to
. required to stay outside the bounds at (J= 20, 40, 80, 200, P

*. and 400 rad/sec. The result of this loop shaping is an L
lo

that has a greatly lowered high frequency gain verses the

original L . The resulting transfer function is%

* lo
6

L 3.211(10 (s+3.81) (s+19.3) (H-lb)
lo (s-0.3851) (s+0.3851) (s+16+j35) (s+79) (s+117)

Figure H-1 is a plot of the bounds and L on the Nichol's
10

chart. The new L is much closer to the bounds and drops off
lo

much sooner. This decreases the compensation bandwidth.

The -3 cB bandwidth is approximately 10 rad/sec as compared

* to the 12 rad/sec of the original L . With the nominal plant
1o

" . at FC2:Canard Failed, the required compensation is:

q = 5.023(10 )(s+3.81)(s+0.6067±i0.3579)(s+11.56)
1 (s+0.3851)(s+0.6124)(s+1.153) (s+7.728)(s+22.25) J9"

* (s+19.3) (s+1.979) (s+53.88) (H-2)

(s+22.25) (s+161*j35) (s+79) (s+117)

A comparison between the original compensator and the one

above is shown in Figure H-2 . The high frequency gain is

decreased by over 40 dB, showing the considerable overdesign

present in the original g . The prefilter required for the

new loop compensation is:

f = 17.3 (H-3)

11 (s + 5)

Since the loop one compensation is changed new plant

templates for Q are required. Using equations (4.7-1)

322eq

"1" -3 A
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through (4.7-11) new 0 are derived. The new plant

22eq
templates closely resemble the previous ones. This is not

surprising since most of the uncertainty in 0 lies in 0

22eq 22
which does not change with the new L

10

COMPARISON OF ORI*INRL AND MODIFIED G1

C
Lo

tjo

-I I1

7 -

4 "6 a IU-2 6O LU' Z04

FRE0QjENCY IRI D/SE-' I

Fig.H-2: Comparison of New and Old Compensators 61

The new bounds for the second loop are shown in Figure H-3.

Again the loop transmission contains the unstable pole at

0.3851 and cuts through the UHFB, outside(or above) the

respective bounds at each frequencies, keeping the plant

template outside the Forbidden Region. The shaped L is:
2o

L = 6.6154(18 )(s + 15) (H-4)

2o (s+0.3851) (s-0.3851) (s+60+j119) (s+220)

and is shown also in Figure H-3 along with the original L

. "I.

-2o
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* The -3 dS bandwidth is 34 rad/sec, 10 rad/sec greater than

the -3 dB bandwidth of the earlier design. The increase in

* bandwidth is due to the loop bounds for distrurbance

6rejection shifting upward. The required loop compensation is:4

V 44
-4-,
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l.%

Figure H-4 shows the difference between the old and new g
2

Notice the decrease in high frequency gain, 30 dB at 19

rad/sec 14 dB at 100 rad/sec, and over 50 dB at 1000

rad/sec.

COMPARISON OF LOOP TWO COMPENSATION ,<

bi

M

4°'..°

.i 2 C-- 'z4 --F I -4 -.- O

FREOuENCr (RHCO/SEAl

Fiq.H-4: Comparison of Old and New Loop Two
Compensation

The prefilter f does not have to be changed to give the

22
desired tracking performance, thus:

f = 4 (H-6)

22 (s+0.8)

These compensations and prefilters, leading to loop

transmissions having much smaller high frequency gain than

the previously designed ones, are used in the simulations in

Chapter V.

H-6
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Appendix I

% Derivation of Expanded Plant Determinant

Equations

The determinant of the 2 X 2 aircraft plant P' is:

detC P'l -, P, 2 1  (I-1

I From Eq(2.3-10) (A-I) can be expanded to

(P + pP )(P+ P )(P +p P )(P +p P Q (-2)
it 11 21 12 22 12 21 12 12 11 21 21 22

*Multiplying this expression out and collecting the terms

results in:

d~~d F1p ) + P T )' (1-3)

12 21 11 22 12 21

Ignoring the first quantity since its just a constant, the

terms in the second quantity are expanded using Eq(2.3-9):-

A P + A P + A P A( P +AP
1 11 2 12 3 13 4 24 5 25

P + AP + P + AP A( P + AP ) (1-4)
1 21 2 22 3 23 4 14 5 15

When (A-4) is multiplied out and grouped according to the .

A and A values it can be expressed as:
4 ~ 5

AA(P P -P P )+ a A (P P P P
1 4 11 24 14 21 1 5 25 11 15 21

AA(P P - P ~ + A A (P P -P P
2 4 12 24 14 22 2 5 1225S 15 22

A P P P PP )+( P-P P ) (1-5)
3 4 13 24 14 23 3 5 13 25 15 23



*If the expression is divided by 4 and 4it can be written
1 4

as:

(P P -P P + b( P -P P )
11 24 21 14 25 11 15 21

+( / )(P P -P P )+ tb(P P -P P
2 1 12 24 14 22 25 12 15 22

-( b (P-P P P (16
3 1 13 24 14 23 2 5 13 15 213

where ti A A

This is Eq(4.5-12) inChapter IV of this thesis.
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